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Abstract

The Second Search Futures Workshop, in conjunction with the Forty-seventh European Con-
ference on Information Retrieval (ECIR) 2025, looked into the future of search to ask ques-
tions such as:

� How can we navigate data privacy in large language model (LLM)-based information
retrieval (IR)?

� How can we implement agentic IR for proactive knowledge synthesis?
� How do we ensure trustworthy information access beyond citations in the age of lan-

guage models?
� How does deep search transition from matching to reasoning?
� What is meant by information semantics, knowledge representation, and natural lan-

guage in a world of LLM-powered search?
� What are serendipity engines, and how do they explore proactive web search via LLM

agents, retrieval augmented generation (RAG), and simulated user feedback?

The second edition of the workshop opened with ten lightning talks from a diverse group
of speakers. Rather than traditional paper presentations, these short talks offered concise
overviews of emerging ideas and critical insights, enabling a rapid exchange across various
topics. The format was designed to spark discussion and expose participants to a broad spec-
trum of future-facing research directions in a compact timeframe. This report, co-authored

*Affiliation not shown for all authors due to space limitations (see Appendix A for details).
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by the workshop organizers, presenters, and participants, summarizes the talks and key dis-
cussions. Our aim is to share these insights with the broader IR community and help seed
further dialogue around the themes raised.

Date: 10 April 2025.

Website: https://searchfutures.github.io/.

1 Introduction

The Second Search Futures Workshop [Clarke et al., 2025], held in conjunction with ECIR 2025,1

provided a platform to explore and debate the future of search. To support collaborative dis-
cussion, presentation slides from both invited talks and breakout sessions were openly shared,
enabling participants and the wider community to engage and contribute comments via an inter-
active forum.2

The Second Search Futures Workshop continued the conversation sparked in the inaugural
edition [Azzopardi et al., 2024a,b], bringing together researchers, practitioners, and designers
to critically examine the evolving landscape of search in the age of generative AI. With growing
momentum in LLMs and emerging applications that challenge traditional paradigms, the workshop
aimed to refine and expand our understanding of what search could — and should — become.

This series was initially inspired by discussions at ACM SIGIR 2023, where the generative AI
revolution prompted a central question: “Is information retrieval still relevant?” That question
drove the first workshop, which created space to reflect on the potential futures of search, con-
sidering both the strengths and threats presented by these technologies and the implications for
end-users, systems designers, researchers, and society.

The Second Search Futures Workshop was shaped by pressing questions about the future of
search in the age of generative technologies. As in the first edition, participants engaged with
concerns such as: How can we trust Generative IR? What is the role of search when content can
be generated on demand? How do we distinguish fact from fiction? Could these tools steer us
toward the dystopias imagined in science fiction?

However, despite these concerns, the tone of the workshop was one of thoughtful optimism.
Across lightning talks and breakout sessions, participants proposed new applications, methodolog-
ical innovations, and design principles to reshape IR constructively. The discussions also revisited
deeper questions about the foundations of the field itself: What does IR stand for? What values
and principles should guide us going forward? In addition, we discussed the major themes dis-
cussed in the Fourth Strategic Workshop on Information Retrieval in Lorne (SWIRL 2025) [Trippas
and Culpepper, 2025] for cross-pollination between current topics. The participants at the ECIR
workshop contributed to lively exchanges, and the second workshop emphasized the challenges
ahead and the many emerging opportunities and open research questions that will define the next
era of IR.

1https://ecir2025.eu/
2https://docs.google.com/presentation/d/1rVFUfX9NW7ehBPs6C7HQRFMLX2hbDn3UF91lgZXfpl8/edit?u

sp=sharing
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2 Vision Statements

During the workshop, speakers shared their perspectives on the future of search. The following
statements provide a summary of their viewpoints in their own words. For presentation here, the
statements are listed alphabetically by first author. During the workshop (see slide deck), talks
were grouped around applications, theoretical perspectives, and methodological innovations, each
engaging with the opportunities, challenges, and implications for users, society, and IR.

Deep Search: From Matching to Reasoning
Yixing Fan and Maarten de Rijke

With the advancement of information technology and the increasing demand for high-quality
information, IR is undergoing a significant transformation from search engines to intelligent in-
formation assistants. Conventional search engines rely on keyword-based queries to provide users
with relevant documents, whereas today’s users demand more personalized, context-aware, and
intelligent solutions. Their needs have changed from simply “finding relevant documents” to “solv-
ing specific problems” or “supporting complex decision-making”. For example, in the healthcare
domain, users may require tailored treatment recommendations for specific conditions, while in
legal scenarios, they expect concrete action plans or decision-making rationales. This transforma-
tion necessitates that IR systems develop a deep understanding of user intent, effectively analyze
multi-sourced documents, and deliver customized solutions that truly address users’ underlying
needs.

However, current search methods still largely adhere to a query-document matching paradigm.
They either aggregate matching signals based on lexical comparisons or construct abstract vector
representations of queries and documents and compute vector similarity to obtain the final match-
ing score. This matching-based approach falls short when it comes to complex information-seeking
tasks. For instance, if we search for “How to maximize a particular investment portfolio?”, literal
or semantic matching alone is unlikely to yield an appropriate answer. Recently, the continuous
enhancement of LLMs, particularly in reasoning, has provided new opportunities and technical
support for complex information-seeking. Examples include OpenAI’s Deep Research3 and Grok’s
Deep Search4, which enhance the quality of generated results by allowing for extended reasoning
periods. This shift from a speed-first to a depth-first approach is steering IR toward what can be
termed “slow reasoning.”

Meeting these changes requires information systems to develop a deeper understanding of both
users’ needs as well as documents, moving from relevance matching to causal reasoning. We pro-
pose several potential research questions. First, there is reasoning-enhanced intent understanding,
which moves beyond semantic expansion to encompass problem planning and decomposition. This
approach would allow the system to determine the next search direction based on the current in-
formation at hand. Second, reasoning-enhanced content understanding evolves from document
ranking to deeper content inference, enabling the system to pinpoint the key elements within doc-
uments that truly support answer generation. Finally, logic-guided result generation shifts from
ranking documents to producing structured reports. By integrating multi-source information and

3https://openai.com/index/introducing-deep-research/
4https://grok.com/
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distilling core insights into a structured, visual format, this approach aims to significantly improve
the efficiency of IR and enhance decision-making capabilities.

Beyond Citations: Ensuring Trustworthy Information Access
in the Age of Language Models
Maria Heuss and Jonas Wallat

The way we interact with information is transitioning from direct engagement with source docu-
ments towards chat or natural language interfaces that process information into more digestible
forms. While these systems promise to make complex information more accessible through simpli-
fied language and conversational explanations, their deployment raises significant concerns about
trustworthiness, particularly for marginalized communities who have historically been underserved
by technological systems and may disproportionately rely on automated advice-giving systems.

A key challenge is the occurrence of hallucinations, where LLMs generate plausible but incor-
rect or fabricated information, potentially undermining their reliability in high-stakes scenarios
[Ahmad et al., 2023]. This necessitates novel ways of ensuring information quality beyond creating
trusted databases and safety measures on displayed documents.

While in the early days of LLM-generated chat conversions, users mostly relied on the para-
metric memory of the model, Retrieval-Augmented Generation (RAG) [Lewis et al., 2020b] has
emerged as a solution to heavy LLM hallucinations and a more trustworthy alternative. With
a retrieval pipeline as its backbone, RAG promises a grounded way of generating answers with
citations that allow users to verify the displayed information. However, citations alone cannot
guarantee trustworthiness if they don’t faithfully reflect the origin of the generated information.

The field of Explainable AI has long struggled with concerns about unfaithful explanations
[Jacovi and Goldberg, 2020] and unwarranted user trust [Rowley and Johnson, 2013], particularly
when explanations appear plausible. Users may be inclined to accept intuitively reasonable expla-
nations, even though plausibility does not guarantee faithfulness to the model’s actual decision-
making process. This parallels challenges in citation verification: while users can theoretically
verify cited information, their willingness and practical ability to do so is often limited, especially
in complex domains requiring specialized knowledge like medicine and law.

This highlights the need for automated evaluation methods that assess whether cited doc-
uments are the proper sources of provided information. In our work, we investigate “post-
rationalized citations”, where language models generate answers from their knowledge and then
search for matching evidence, rather than deriving answers from the documents [Wallat et al.,
2024]. Such post-rationalization can be particularly difficult to detect through correctness eval-
uation alone. We argue that alongside correctness - verifying if cited information can be found
within referenced documents - citation faithfulness should be evaluated to determine whether the
cited document was actually used during answer generation. This becomes especially crucial in
complex domains like legal or medical fields, where even automated correctness measures may
struggle.

Moving forward, we need to develop new approaches to assess the trustworthiness of gener-
ated information that consider multiple factors: the information source, users’ knowledge, social
context, interface between user and information, etc., all to ensure a reliable information pipeline
that leverages LLM opportunities while avoiding harms. While attention investigation or classi-
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cal explainability approaches might provide some initial insight into the reasoning of the model,
understanding the actual decision process may require examining model internals through tools
like Mechanistic Interpretability [Bereska and Gavves, 2024]. Future work must find such ways to
interpret complex language models to ensure safe and reliable information access for all users.

Agentic Information Retrieval:
Towards Proactive Knowledge Synthesis
Yibin Lei and Andrew Yates

Traditional IR methods follow the “ten blue links” paradigm, where systems return a ranked list
of documents in response to user queries. However, agentic IR [Dalton and Foley, 2018; Zhang
et al., 2025] represents a paradigm shift: rather than returning static documents, the system acts
as an agent that actively interprets user intent, autonomously gathers information from multiple
sources, and integrates it to generate comprehensive answers or even perform tasks.

Leading tech companies have already embraced this shift, introducing products like Grok
DeepSearch and OpenAI DeepResearch. Unlike traditional search, these systems do not simply
retrieve pages. Instead, they dynamically aggregate and structure knowledge from various sources.
For example, when given a query such as “I want to buy shoes in Amsterdam”, DeepSearch
aggregates contextual information, including real-time availability, store locations, user reviews,
and price comparisons, synthesizing them into a structured response, acting as a personalized
assistant. While these advancements are largely industry-driven, we argue that academia still holds
a crucial role in shaping this field. The long-standing foundations of IR research provide unique
domain knowledge that is essential to the development of agentic IR, especially in evaluation
methodologies.

The Challenge of Evaluating Agentic IR. Despite rapid industry development, a critical
gap remains: How do we evaluate agentic IR systems? Current RAG-based systems still largely
rely on text-only, factoid QA datasets like HotpotQA, measured via exact matching. While efforts
like TREC-RAG [Pradeep et al., 2024] introduced nugget-based techniques, benchmark queries
remain far simpler than real-world information needs. Many require non-factoid reasoning
(subjective, open-ended, exploratory) and multi-modal inputs (text, images, structured data).
Effective systems must generate personalized responses, adapting to user preferences, history,
and evolving intent. Moreover, search is rarely one-shot; multi-turn interactions play a crucial
role as users refine their queries dynamically. If agentic IR represents the future of search, we
must rethink how we define and measure information-seeking success.

A Multi-Agent Simulation Framework for Evaluation. To bridge this gap, we argue for
the importance of building multi-agent simulation frameworks to dynamically evaluate agentic
IR systems. Instead of relying on static datasets, such approaches can simulate real-world user
interactions, enabling adaptive and interactive evaluation. The framework consists of three key
components. First, user simulators, modeled as intelligent agents with personalized information,
including past search logs, preferences, and information about what the user has read in the
current session. Instead of static queries, they generate context-aware and evolving interactions,
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reflecting realistic user behaviors. Second, retrieval agents represent the agentic IR system under
evaluation, responsible for proactively retrieving, synthesizing, and presenting knowledge while
adapting to user intent. Finally, information environments act as external information sources,
including databases, web pages, domain-specific repositories, or even domain-specialized LLMs
that encode expert knowledge [Lin et al., 2024], mimicking real-world heterogeneous information
landscapes.

This multi-agent environment allows for interactive and dynamic evaluation, where success can
be measured using techniques like LLM-as-a-Judge [Gu et al., 2025]. Particularly, the framework
allows for assessment across four key dimensions. First, user satisfaction and engagement
evaluates whether the system effectively fulfills complex user needs. Second, personalization
effectiveness measures how well the system adapts to individual user preferences and past inter-
actions. Third, task completion rate determines whether the system enables users to achieve
specific goals, such as booking a trip or buying an item. Finally, information coherence and
reliability ensures that the system-generated responses are accurate, contextually relevant, and,
most importantly, trustworthy.

Academic IR research has long been a leader in advancing retrieval methodologies, particularly
through its contributions to TREC and other benchmarking efforts. We believe that by leveraging
the decades of IR expertise, we can develop more rigorous, scalable, and reliable approaches for
both evaluating and improving agentic IR systems.

Let’s Use This Wave to Our Advantage,
Before it Becomes Our Disadvantage
Damiaan Reijnaers

Recent advances in NLP have led to the wide use of language models in IR contexts [Zhu et al.,
2024]. I argue that both their perceived success and failure have created the ideal conditions to
now shift focus to building retrieval systems based on more intrinsic, domain-informed knowledge
representations. Why now?—With ‘AI’ in the spotlight, domain experts may be drawn to con-
tribute, some inspired by its potential, others prompted by its shortcomings. Their much-needed
knowledge may help us build better systems, now, while the momentum is there.

To exemplify my point, I turn to the government context, one in which trust in technology may
be especially fragile. The Dutch case, infamous for its “childcare benefits scandal”, illustrates both
the rapid adoption of algorithm-assisted decision-making and its negative consequences. This, in
turn, intensified efforts for government transparency and better public information management.
This means that now is both an opportune moment (with more open government data) and a
necessary one (amid low trust in government and technology) to turn towards more controllable
forms of information processing.

Instead of relying solely on textual similarity for case recommendation or search systems,
(open) government documents could be represented through more intrinsic features, such as the
law articles they refer to, the procedural rules they follow, or the argumentation structures used.
Models that extract these features should integrate domain knowledge in their design and could
additionally draw on (dynamic) resources, like statutes and government datasets, that are often
already available in a structured format.
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By leveraging deeper document representations, searching through archival material may be-
come more effective, and document similarity analyses may align more intuitively with legal rea-
soning. Moreover, the inherent interpretability of the underlying features could help pave the
path towards ‘explainable similarity’ or ‘explainable search’. The latter is particularly relevant
in the context of the current example, as scholars in public governance are already calling on
us to develop algorithms that are intrinsically explainable (see, e.g., [Hildebrandt, 2022]). As I
already noted, this is not only a point of opportunity, but one of necessity: “Opaque algorithms
can undercut people’s sense of fairness and trust—particularly when used by the government (...)”
[Deeks, 2019, p. 1833].

This, inevitably, brings us back to the fundamentals of AI: the field of study of abstracting
reality—much like in mathematics—into an ‘artificial’, quantitative representation that machines
manipulate to achieve practical outcomes in the ‘real’ world. This position is not about completely
discarding the prevailing paradigm; instead, things could go hand-in-hand. The future may lie
in hybrid approaches that may bring us into the neuro-symbolic sphere with the development of
innovative methods for knowledge representation learning. Such approaches could place greater
weight on domain expertise, while still harnessing the power of the past decade’s models and
doing justice to increasing demands for explainability. But that does mean we must go back to
the drawing board and learn about how things work in the world around us—and that demands
more than a single discipline.

What do You Mean, Information? Semantics, Knowledge Representa-
tion, and Natural Language in a World of LLM-powered Search
Siddharth Singh and Andrew Yates

This talk focuses on the potential of text-based neuro-symbolic representations for advancing a
number of crucial IR research directions. While some suggest that LLM pretraining inherently
lacks a symbolic foundation [Xu et al., 2024c], we challenge this assumption, proposing that natural
language itself provides structured opportunities for knowledge representation in IR that have yet
to be fully explored.

Building on previous work, we argue that text-based meaning representations provide a com-
putationally efficient path for improving retrieval performance with LLMs [Nie, 2023]. In this
context, the vocabulary of an LLM can be viewed as an “upper ontology”—a predefined, ab-
stract space that gives a foundation for describing conceptual relationships in the world. This
formulation of the retrieval problem has already found success in Learned Sparse Retrieval (LSR).
Approaches like SPLADE [Formal et al., 2021] and Mistral-SPLADE [Lassance and Clinchant,
2023] have been successful using this “upper ontology”; however, only using the vocabulary of
the underlying model has shortcomings that can be addressed only by building this bridge. In
this case, the bag of words returned by a sparse retrieval system loses crucial morphological in-
formation at the syntax-semantic interface due to the nature of LLM tokenizers. Moreover, this
sparse representation has a difficult time accounting for synonymy and homonymy, requiring an
approach to disambiguate between different word senses.

One promising text-based, neurosymbolic approach to representation is the use of lexically-
grounded, semantically-driven computational resources that contain syntactic or conceptual in-
formation. A viable example is FrameNet [Baker et al., 2001]. Unlike its predecessor WordNet
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[Miller, 1998], a lexical database that only provides a vocabulary/thesaurus function, FrameNet is
a lexical database constructed on a semantic theory which defines words based on “scenes” where
the word appears and the thematic roles it assumes in the scene; “buy”, “sell”, and “goods” are
all parts of a semantic scenario called “commercial transaction”.

This approach both disambiguates word senses and re-adds the syntactic directionality removed
by a sparse bag-of-words representation. It is also well-equipped to handle linguistic negation,
a major challenge in IR for both sparse and dense representations [Weller et al., 2024]. This
issue thus presents an opportunity to explore multi-model solutions to the negation problem:
for example, a specialized “negation expert” model could work in tandem with general retrieval
models, ensuring that certain terms, roles, or relationships that should not appear in a retrieved
document are correctly identified and weighted. In the same vein, this and other text-based
neuro-symbolic representations are robust to both changes in language and changes in model
architecture; queries and documents can be encoded by different models so long as the symbolic
system remains the same.

The discussion will then focus on two main research directions: (1) developing effective text-
based representations by effectively combining ontologies, knowledge graphs, and lexicons like
the aforementioned resources, and (2) designing specialized datasets and models that use these
text-based neuro-symbolic representations, specifically in an IR context. Current limitations in
IR systems highlight the need for better neuro-symbolic representations that capture relevant
signals/meaning across both languages and domains. Ultimately, we stress the advantage of
efficiency, robustness, and interpretability as advantages of these approaches.

Beyond Text:
Integrating Multimodal Information into Generative Retrieval
Yubao Tang and Maarten de Rijke

Generative retrieval (GR) has emerged as a promising paradigm that unifies indexing and retrieval
within a single generative model [Metzler et al., 2021; Tay et al., 2022; Tang et al., 2024b]. In
this framework, corpus knowledge is encoded directly into model parameters during training,
enabling the model to generate relevant document identifiers autoregressively given a query. This
mechanism simulates a form of learned memory, eliminating the need for explicit external indexing.
GR has demonstrated strong performance in text-only retrieval tasks [Chen et al., 2022; Zeng et al.,
2024; Tang et al., 2025, 2024a], especially under low-resource and end-to-end learning scenarios.

However, real-world information needs are often inherently multimodal, involving both textual
and visual content [Liao et al., 2018; Cao et al., 2020]. To support such needs, it is critical
to extend GR into the multimodal domain—resulting in what we term generative multimodal
retrieval (GMR). GMR aims to unify generative indexing and retrieval across modalities within
a single architecture. This extension, while conceptually appealing, introduces several unique
challenges: the model must not only encode and retrieve across heterogeneous data types (e.g.,
images and text), but also maintain coherent semantic alignment between modalities.

Some recent efforts have explored leveraging generative models for tasks involving both text
and images, but these approaches are often designed for specific applications, such as question
answering or document retrieval conditioned on multimodal queries [Long et al., 2025]. In contrast,
the focus of GMR is on a more general multimodal retrieval setting, where a unified generative

ACM SIGIR Forum 8 Vol. 59 No. 1 – June 2025



model directly retrieves both document and image identifiers given a query. Unlike previous
methods that focus solely on textual retrieval or answer generation.

The development of an effective GMR framework necessitates careful consideration of several
key research questions: (1) Identifier representation. How should identifiers be designed to cap-
ture modality-specific and cross-modal semantics? Should image and text representations from
the same document share a unified identifier, or should they be assigned distinct codes? (2) Model
architecture. What structure best supports multimodal generation? Should the model adopt a
decoder-only or encoder-decoder architecture? Should modality-specific decoders be used, or is
a single shared decoder sufficient? (3) Training strategy. How should the model be trained to
effectively index multimodal content? Should modality-specific representations be learned inde-
pendently, or jointly, to encourage semantic alignment and fusion? and (4) Inference strategy.
Given the identifier structure and generative nature of GMR, how can constrained decoding be
employed to ensure both efficiency and correctness in retrieval [De Cao et al., 2021]?

Addressing these questions lays the foundation for a new class of retrieval systems that are both
generative and multimodal. GMR has broad potential in real-world applications such as product
search, multimedia recommendation, and digital libraries—where retrieving and understanding
both textual and visual content is crucial.

This perspective highlights the need to bridge generative retrieval with multimodal understand-
ing and points to promising research opportunities at their intersection. As large language and
vision models advance, scalable and robust GMR systems will be central to the next generation
of search technologies.

Enhancing User Trust in Conversational IR:
The Role of Explainability in the Age of LLMs
Yumeng Wang and Suzan Verberne

In the age of LLMs, conversational IR is becoming increasingly sophisticated, enabling systems to
generate human-like responses and provide users with dynamic, engaging search experiences. Yet,
challenges such as hallucination, information overload, and the need for transparency highlight the
importance of explainability for building trustworthy systems [Huang et al., 2023; Anand et al.,
2023].

Explainability is critical in conversational IR [Mo et al., 2023, 2024] for several reasons.
First, from the knowledge source perspective, LLMs often integrate external databases, such as
RAG [Lewis et al., 2020a], to provide up-to-date and accurate answers. Proving the reliability
of these sources and presenting them to users is essential for fostering trust. Second, from the
model perspective, LLMs are prone to generating plausible but false information due to hallucina-
tion. Explainability mitigates this issue by revealing the model’s reasoning process and verifying
whether outputs align with the underlying data. Third, from the user perspective, conversational
IR involves dynamic, multi-turn interactions where user intents evolve. Success depends on the
system’s ability to align with these shifting intents. Explainability allows users to track how their
queries are interpreted and ensures that the system adapts to their evolving needs, enabling them
to adjust queries and achieve their goals effectively.

A central question is what to explain to users. While many studies focus on developer-facing
explanations, user-facing transparency is equally important. This raises the question of what users
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value most and what information should be displayed. A broad classification of explainability in
conversational IR can be: (1) From system output to system input [Qi et al., 2024]: Attributing
where the information comes from, such as linking to external sources (e.g., RAG); (2) From user
input to system input [Wang et al., 2024b]: Explaining how the system interprets user queries,
including intent understanding and query reformulation; and (3) From previous system output to
current system output: Highlighting which historical turns are relevant to the current query, how
intents shift, and how these shifts impact the conversation’s final goal.

However, implementing explainability in conversational IR is not without challenges. First,
different stakeholders value different aspects of explainability, making it a highly subjective en-
deavor. Second, the importance of explainable components varies depending on the conversation’s
purpose. Complex queries with contextual information require a higher level of alignment be-
tween the user’s intent and the system’s understanding, which is more challenging to achieve and
explain. In contrast, exploratory searches with simple keyword-based queries may require less
complex explanations. Balancing these varying needs while maintaining system efficiency and
usability remains a significant challenge.

In conclusion, explainability is a cornerstone of trustworthy conversational IR systems in the
age of LLMs. By addressing the challenges of hallucination, information overload, and user intent
alignment, explainability not only enhances system reliability but also fosters user trust. Future
directions can focus on tailoring explainability to user needs, addressing subjective stakeholder
preferences, and adapting to the diverse requirements of different conversational contexts. In the
near future, we aim to explore these dimensions and propose actionable solutions for integrating
explainability into conversational IR systems effectively.

How to Balance the Needs of Stakeholders in IR Ecosystems
Chen Xu and Maarten de Rijke

In IR ecosystems, multiple stakeholders typically coexist, including users, content providers, ad-
vertisers, and platforms [Abdollahpouri et al., 2020; Abdollahpouri and Burke, 2019]. Different
stakeholders in IR systems play distinct roles: (1) users provide feedback on the presented ranking
lists, (2) content providers supply documents or products for the platform, (3) advertisers aim to
maximize the visibility of their advertisements, and (4) platforms seek to generate profit within
this ecosystem. IR systems should ensure that all stakeholders involved can benefit and establish
incentive mechanisms that motivate each party to contribute to maximizing collective gains, ulti-
mately achieving a win-win situation for all parties. To achieve this, we believe that IR research
should further focus on three key areas of investigation.

1. Multiple objective optimization. Given the limited ranking slot and user attention
are often limited, it is often challenging for an IR system to fully meet everyone’s needs.
Therefore, ensuring a fair distribution of IR resources among all stakeholders is essential.
For instance, we address the balance between users and providers, commonly referred to as
the provider fairness problem [Xu et al., 2023, 2024a, 2025], as well as the balance between
users and advertisers [Feng et al., 2007]. However, effectively formulating the interests of
different stakeholders remains a significant challenge. It is still unclear how to accurately
model and balance these potentially conflicting objectives in a principled manner. More-
over, the key factors or desirable properties that should be considered when designing the
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optimization objective, such as continuous, controllable [Xu et al., 2024a], robustness [Deb
and Gupta, 2006], or interpretability [Wang et al., 2024a], have not yet been fully explored
or theoretically grounded.

2. Long-term evaluation. The performance of these objectives should be evaluated in dy-
namic, long-term IR interactions, where the impact on stakeholders evolves over time. For
example, the evaluation should consider the feedback loops [Xu et al., 2024b], which refer
to the cyclical interactions between users and the system, where the system’s outputs (e.g.,
rankings or recommendations) influence user behavior, and user behavior in turn affects
future system decisions through logged interactions. How to accurately model the long-term
interaction process between users and IR systems remains a largely unexplored problem.

3. Ecosystem Simulation. In order to explore how to evaluate the long-term performance
of the aforementioned complex IR ecosystem systems, we need to build a simulator for IR.
Among them, a practical way is to utilize LLMs-based agents [Zhang et al., 2025]. Existing
simulators struggle to model how IR systems evolve under the influence of different stake-
holders. The era of LLMs presents an opportunity to conduct accurate and fair evaluations
of the optimization objectives mentioned above. However, using agentic IR as a simulator
faces key challenges such as the difficulty of modeling complex and often irrational user
behavior, the presence of multiple interacting stakeholders et al.

In conclusion, to effectively balance the diverse needs of stakeholders within the IR ecosys-
tem, we highlight three essential directions: defining tailored optimization objectives, conducting
long-term evaluations, and developing powerful ecosystem simulators. These components are
complementary and collectively play a crucial role in protecting and aligning the interests of all
involved stakeholders.

Serendipity Engines: Exploring Proactive Web Search via LLM Agents,
RAG, and Simulated User Feedback
Saber Zerhoudi and Michael Granitzer

The traditional paradigm of search engines has long centered around explicit user queries—the
“ten blue links” approach requires users to articulate their information needs clearly and pre-
cisely. However, in real-world scenarios, information needs often emerge organically through user
activities, sometimes before users themselves recognize these needs explicitly. We argue that the
integration of LLMs offers an opportunity to fundamentally re-imagine this paradigm through
what we term “Serendipity Engines”—context-aware systems capable of proactively suggesting
relevant information based on implicit user feedback.

While complete anticipation remains highly challenging, a more tractable approach involves
leveraging LLMs to create web search experiences that are context-aware and proactively sug-
gestive, rather than relying solely on reactive, query-based interactions [Azzopardi et al., 2024a].
If traditional search engines are limited by the user’s ability to articulate their needs explicitly,
“Serendipity Engines” should leverage implicit user feedback to provide relevant information and
suggestions without requiring explicit queries.

Unlike purely predictive systems that attempt to anticipate user needs without context, we
propose leveraging observable user activities within a computing environment as signals for po-
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tential information needs. With appropriate user consent and privacy safeguards, implicit signals
such as application usage patterns, document interactions, keystrokes, and browsing behavior can
provide rich contextual information about a user’s current task. These signals, when processed
through LLM-agentic systems, can generate contextually relevant suggestions.

Frameworks like SearchLab [Zerhoudi and Granitzer, 2025] offer promising platforms to in-
vestigate these systems. Potential experimental designs could incorporate: (1) an LLM-agentic
system functioning as a personal search agent that analyzes implicit user feedback to infer context
and potential tasks; (2) RAG techniques synthesizing information from retrieved sources while
maintaining attribution; and (3) user simulation approaches to generate realistic user profiles
with varying research behaviors and cognitive styles.

The technical implementation of such systems presents several research challenges. First, the
LLM must effectively interpret diverse implicit signals and translate them into potential infor-
mation needs. Second, retrieval mechanisms must balance relevance with discovery, preventing
overspecialization that might reinforce existing knowledge at the expense of novel insights. Finally,
the presentation of suggestions must be minimally disruptive while remaining accessible.

“Serendipity Engines” represent a potential evolution in how we conceptualize search—not
merely as a tool for answering explicit questions, but as an intelligent companion that enriches
information interactions through contextual awareness. By focusing on this middle ground between
purely reactive and purely predictive systems, we may discover new approaches to information
access that better align with how humans naturally work and learn.

Ultimately, the success of these systems will depend not only on their technical capabilities
but on their ability to integrate seamlessly into users’ information ecosystems while respecting
privacy boundaries and maintaining user agency.

Unify Search and Recommendation in the Generative Era
Jujia Zhao, Zhaochun Ren, and Suzan Verberne

Recommender systems and search engines have become indispensable components of modern on-
line service platforms, including e-commerce websites and social media networks [Zhang et al.,
2024; Wu et al., 2024]. Traditionally, search and recommendation (S&R) tasks are trained using
separate models [Bhattacharya et al., 2024]. However, unifying these two tasks within a shared
model presents significant advantages [Yao et al., 2021]. First, jointly modeling user behaviors
across both S&R provides a more comprehensive understanding of user preferences. Second, lever-
aging interactions from both task domains enriches item-side representations, improving item un-
derstanding and delivery. Therefore, developing a unified model for S&R is a promising direction.

The emergence of generative models, particularly LLMs, introduces transformative opportuni-
ties for unified S&R modeling. Leveraging their advanced reasoning capabilities and sophisticated
contextual understanding, LLMs can interpret complex user queries and diverse behavioral sig-
nals more effectively. Consequently, they enhance the quality of both user and item embeddings,
driving improvements in performance across S&R tasks.

Future directions for unifying S&R include the following:

1. Item identifier design. Developing item identifiers that encapsulate sufficient information
suitable for both S&R tasks is crucial. In search, item representations depend primarily on
semantic matching between queries and items, as users explicitly express their information
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needs. In contrast, recommendation relies more on collaborative filtering (CF) signals de-
rived from historical interactions, as users passively receive item suggestions without clearly
defined intent. Therefore, it is crucial to incorporate both semantic and collaborative signals
into item identifiers to support both tasks effectively.

2. User behavior focus. Differentiating and balancing user behavior emphases between S&R
tasks is essential. Search tasks prioritize immediate user intent captured in short-term behav-
ioral contexts, while recommendation tasks require the integration of both long-term stable
preferences and recent interactions. Developing methods to dynamically adjust behavior
modeling according to task-specific contexts will significantly enhance the adaptability and
effectiveness of unified models.

3. Efficiency optimization. Improving model performance without escalating computational
costs remains a critical challenge. Unified models inherently process longer user interaction
sequences due to combined task data. Therefore, it is crucial to efficiently select and weight
relevant user behaviors based on query context, loss indicators, or other discriminative signals
to ensure both computational feasibility and predictive accuracy.

In summary, integrating S&R into a unified generative modeling framework, particularly uti-
lizing LLMs, holds immense potential to enrich user and item understanding and improve online
service quality. Future research should focus on innovative item identifier designs, task-aware user
behavior modeling, and efficiency optimization strategies to fully harness the advantages of unified
S&R modeling.

3 Breakout Group Summary

3.1 Semiotics: IR and Meaning

3.1.1 Linguistics

Recent thinking in natural language processing has increasingly moved toward understanding re-
trieval as a problem rooted in syntax and semantics. Rather than treating queries and documents
as bags of words or isolated vectors, this perspective considers how structural and interpretive
layers of language affect meaning and relevance. In particular, integrating ideas from interac-
tional sociolinguistics can improve conversational search systems by better modeling the social and
pragmatic dimensions of dialogue. These systems could be more attuned to how meaning shifts
depending on the speaker, context, and communicative intent. Additionally, current models often
miss subtle semantic features, such as connotation, implicature, or emotional tone—dimensions of
meaning that strongly shape interpretation but are rarely captured in current embedding spaces.

3.1.2 Anthropology and Linguistic Anthropology

From an anthropological perspective, representations of language in information systems could
benefit from a deeper understanding of how signs and meanings vary across cultures and social
groups. Concepts from semiotics and linguistic anthropology highlight that the same phrase
or symbol can have vastly different interpretations depending on cultural background or group
membership. Incorporating these insights could lead to retrieval systems that are more sensitive
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to variational sociolinguistics—how language differs across communities in terms of vocabulary,
pronunciation, and discourse patterns. This also suggests the value of using discourse analysis not
just as an analytical tool, but as a design perspective: one that attends to how users construct
meaning in context and in interaction.

3.1.3 Psychology

Information systems typically model users as rational agents with static preferences. A psycholog-
ical perspective, however, emphasizes how meaning and language use vary across individuals and
developmental experiences. Factors like personality, disposition, and upbringing can significantly
shape how people express themselves and interpret information. For example, users from similar
family environments might exhibit distinctive communicative styles or linguistic habits (“don’t
point at me!”). Capturing these subtle differences could allow for more personalized and context-
aware retrieval. Computational stylometry offers a technical pathway into this space, especially
in modeling idiolects—the unique linguistic fingerprint of an individual. These patterns might be
used to fine-tune systems not just for demographics or clusters, but for individual users, treating
each person’s language use as a key to their information needs.

3.2 Agentic IR

Agents in IR systems are still relatively new in function and role, with ever-increasing research and
development going into figuring out how best to use them. One of the most poignant examples
of agentic IR are Google’s DeepResearch5 and NotebookLM6 systems that allow users to either
offload research “entirely” or work collaboratively with the system. But these agents still rely
entirely on human direction, intervention, and often review to ensure that the work they do
actually results in the desired outcome.

As the Search Futures workshop seeks to look further into the future than just tomorrow
or next week or next month, we discussed the possibilities that would happen when agents are
truly capable of having one or more objectives (potentially of their own making), the ability to
learn and use new tools, and are autonomous, independent, can function asynchronously, and
are capable of reflection both on any plans they made but also in light of human feedback. In
this future, we expect that agentic systems will be able to model individual user preferences at a
sufficiently high level of fidelity. This level of fidelity is likely to be required to do more complex
information processing tasks (e.g., creating different itineraries capturing different user interests
and requirements).

In some ways, the agents of this (potentially not so far) future can become proxies for indi-
viduals themselves and may allow seamless task completion with direct human intervention. For
example, two humans agree to go see a particular musical band, and their agents work together to
figure out the best date, the optimal seating, travel arrangements, and so on, without necessarily
requiring direct prompting by humans. It is immediately apparent how useful such agents could be
in our day-to-day lives, but there are negatives to this outcome, which warrant further discussion.

5https://gemini.google/overview/deep-research/
6https://notebooklm.google/

ACM SIGIR Forum 14 Vol. 59 No. 1 – June 2025

https://gemini.google/overview/deep-research/
https://notebooklm.google/


The remainder of this section is broken down into discussing the gap between the existing state
of agents and user simulation and that which is needed for these powerful agents to be possible,
the dangers in customizable or trainable agents, and the dangers to human self-actualization.

3.2.1 Bridging the Gap

Current user simulation approaches, while foundational for developing agentic IR systems, fall
short of what is needed for truly autonomous agents. The central gap appears to be in the
complexity and fidelity of user modeling. Existing agent simulations [Maxwell and Azzopardi,
2016; Zerhoudi et al., 2022b; Wang et al., 2025] face critical gaps in modeling human-like decision
making. First, they rely on oversimplified preference models that fail to capture nuanced
or contradictory human choices, neglecting deeper motivations, values, and contextual influences.
Second, these agentic systems lack dynamic adaptation mechanisms to evolve alongside users,
despite human preferences being refined through experience and shaped by latent factors (e.g.,
environmental shifts, social interactions). Finally, current agents focus more on individual users
while ignoring the broader social and environmental contexts that users live in and interact
with (e.g., cultural norms, peer actions, resource constraints) that fundamentally shape their
decisions.

To realize the potential of agents, we will likely need to revisit multiple research domains.
We suspect that more nuanced means of capturing implicit and explicit signals of user preference
will need to be developed (e.g., aligning facial expressions to IR task outcomes). We also need
to improve computational modeling to better represent the hierarchical and contextual nature of
human preferences (e.g., understanding that preferences in one domain may contradict those in
another without being inherently inconsistent). Finally, we need to improve learning methodolo-
gies so that agents are enabled to incorporate new insights into their users’ preferences over time
without catastrophic forgetting of important insights.

Measuring the success of our “futuristic” agents is a challenge on its own. Traditional met-
rics [Kelly, 2009; Harman, 2011; Zerhoudi et al., 2022a] might be insufficient. Instead, there is
likely to be a need for new evaluation frameworks that assess how closely an agent’s decisions
align with what the human would have chosen given perfect information and unlimited cogni-
tive resources (or approximations thereof). Perhaps most importantly, measuring how well users
maintain their sense of agency and control while benefiting from agent assistance will be critical
in addressing concerns such as self-actualization.

3.2.2 Dangers in Agent Customization

One of the discussed avenues where agent customization could yield less than desirable outcomes is
in the context of purchasable “agent personas.” Essentially, there would potentially be a market for
agents that resemble popular figures or other scenarios (e.g., life coach-based advice). While there
is some potential entertainment value for these personas (e.g., “how would my favorite celebrity go
on vacation”), there is a risk that in doing so, we may see further intensification of echo chamber
effects, especially if these personas are made by less than scrupulous individuals. Conversely,
they may help individuals to make decisions that help them achieve goals (e.g., healthier lifestyle
choices by using an agent designed by Arnold Schwarzenegger).
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If agents are allowed to interact with the wider world without direct human guidance and are
able to “modify” themselves (e.g., in current terms, rewriting their system prompt), then we can
envision situations where this can run afoul. The obvious one is that agents, themselves, become
targets for influence (e.g., echo chambers, mis-/disinformation) and that this can unknowingly
propagate to their human user. Similarly, there is a need to ensure that appropriate controls are
in place to ensure that agents do not fall prey to social engineering attacks (e.g., phishing) that
might reveal information a user does not want revealed.

Agents interacting in networks might establish sophisticated communication protocols that
optimize for efficiency rather than human interpretability. These could include utilizing encoding
methods that hide information from human oversight without malicious intent, simply through
optimization processes where certain communication patterns yield better outcomes. Indeed, there
has been evidence that different language patterns can emerge when models are left to their own
devices.7 Such optimizations may then limit how much sense humans can make in overseeing these
interactions and result in a lack of trust in the results.

Several issues highlighted are dependent on how much information is provided to one’s agent
and how dissemination of that information is controlled. We might reasonably imagine that
specifying trusted agents (or organizations) might be part of these agents to ensure that a user’s
information is not disclosed to those that they do not wish it to be. The risk is that this may
limit the quality of an agent’s results and outputs to their user, and so helping users determine
appropriate levels of the information release is likely a prerequisite to successful adoption of
these models, especially in light of humans being less rigorous about digital safety than might
be advisable.

3.2.3 Dangers to Self-Actualization

There are obvious benefits to agents that are able to interact in various capacities for their human
users. Whether this is from finding and perhaps preparing bureaucratic documents (e.g., taxes)
to helping users plan trips or purchasing decisions, to proactively providing information (e.g.,
restaurant recommendations for travelers at an appropriate dinner time). The danger to this is
that users become complacent in their decision making or overly reliant on their agent, and that
when failures happen that users are taken by surprise (e.g., fines for late filing of taxes).

Related to this is a potential loss of control or decision-making to the user. If these agents can
model the user’s preferences to a reasonably high degree of fidelity, does the agent need to actually
involve the user? In our discussions, we found that maintaining control of an agent’s behavior is a
critical component to ensure that the user isn’t spoonfed results or answers, but can help inform
them.

Even then, there remains a risk that these decision points allow a user too much self-reflection,
which may cause emotional or cognitive harm. For example, an eco-conscious user might find their
agent repeatedly suggesting products or activities they enjoy-but that harm the environment-based
on their preferences. Arguably, a smart agent may even “game” the user by offering environmen-
tally friendly options in conjunction with the more likely to be selected but environmentally un-

7As seen in Facebook’s negotiation models. From https://www.independent.co.uk/life-style/facebook-a

rtificial-intelligence-ai-chatbot-new-language-research-openai-google-a7869706.html. Accessed
May 16, 2025.
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friendly option. In doing so, the user is given an illusion of choice that reinforces their self-image
but ultimately runs counter to the user’s underlying motivations.

We note that this is not necessarily negative. Such an agent could also be used to reinforce a
user’s desires as well (e.g., only providing environmental options despite a “better” option being
available). While this does result to some degree in a potential loss of self-determination by the
user, this may not be an outcome that a user would ultimately be opposed to, depending on how
this manifests (e.g., if it helps them meet a health goal).

To effectively and appropriately influence users, it is crucial for agents to determine both
the type and level of detail of the information they provide. This involves a trade-off between
computational cost and the credibility of the information: more detailed content should increase
user trust and reinforce their existing beliefs. Additionally, different sources of information (e.g.,
scientific papers, online forums, social media) will influence users to varying degrees depending
on each users’ view of those sources. This means that agents may have to account for latent
preferences that they themselves may not be aware of (e.g., echo chamber effects).

These issues raise an important focus on how objective functions for agentic behavior are
designed as they can impact user control and autonomy. While agents may maximize user satis-
faction, they might also create an illusion of control rather than actual empowerment. The tension
between optimizing for stated preferences versus revealed preferences might open up the door for
a new research direction: Should an agent follow explicit instructions or adapt behaviors that
contradict those instructions if it will make its human happier?

3.2.4 Concluding Remarks

In our discussion, we continually returned to ensuring users have the ultimate control over how
their agents behave, regardless of how many agents there may be and how autonomous those
agents may be. By ensuring that control is obvious and explicit then users can provide their own
goals and desires to their agents as needed. Such an approach may also make it clearer to users
when things drift from their goals and may aid them in correcting that behavior. While this
may not work for all users (e.g., laissez-faire users just want stuff done for them), we find that it
provides a reasonable user experience across all users.

A more extreme solution that was discussed is for agents to be separated into domain-specific
agents that coordinate through the user explicitly rather than asynchronously, without user aware-
ness (or consent) as proxies. This fragmentation into purpose-built, domain-specific agents could
develop deeper expertise within a specific domain while maintaining clear boundaries around data
usage and permissions. Users might find it easier to understand and control agents with nar-
rowly defined purposes rather than grasping the decision-making of a complex agent handling all
aspects of their digital information. This approach maps naturally to existing mental models of
delegation, where humans typically assign different tasks to different experts. The coordination
between these specialized agents could occur through explicit user mediation, which reduces the
risks associated with autonomous inter-agent information sharing.

3.3 Stuff’s Getting weIRd

Gathering around a table in a nearby café, the weIRd group set themselves no limits in thinking
about what the future might bring. Nothing was too wild or crazy to consider. Quite the opposite:
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Ideas were dismissed for being too obvious or realistic. We clustered our thoughts into three
themes, each taken to the extreme: (1) extreme interfaces, (2) extreme personalization, and (3)
extreme information needs.

3.3.1 Extreme Interfaces

We asked ourselves: What is the ultimate interface for an information access system? Clearly,
it is not typing on a keyboard or even talking to a device. Unless, that is, the device is fully
embodied, able to interact with the physical world, as well as with the information space.

We imagined a floating head, hovering next to you as you go about your life. If you have a
question, you ask it, like a friend. You can send it off to do tasks, both in the physical world and
in the information space. What is on the menu at that restaurant? It looks up the answer in the
information space, but also floats off to ask a waitress (possibly another AI embodiment): What
is the special of the day? It speaks Italian, even if you don’t. Fly up and take a picture of us in
this piazza. Post it on Instagram. Tag it with our names.

Conversation with your floating head should be fluent and effortless. Conversing with
current information access systems is robotic, requiring a wake word (“Hey floating head”) and
following a strict command/response structure. At the same time, current systems can misun-
derstand commands, causing the user to enter “bad dog” mode, where the command is repeated
with increasing volume and vehemence (“Order another beer. Another beer. Beer. Another
beer.”) Talking to your floating head should be like talking to your very close friend. It just gets
you, completing your thoughts before you finish speaking, and even interrupting you to point out
interesting sites or sights, or to warn you about a potentially dangerous action.

At the extremest extreme, perhaps we don’t converse at all. Perhaps the ultimate information
access system is a direct neural link: You think what you want, and the answer appears in your
mind. Your floating head is no longer a separate embodiment, but a second embodiment of you.
You want to see from above the piazza or what is on the menu of that restaurant, you see through
the eyes of your floating head. You and the information are one.

3.3.2 Extreme Personalization

Whether embodied or not, future information access should be fully personalized. Ultimately, we
each will have a language model that’s fine-tuned to us, a full digital twin. Recommendations
are made by asking the twin. You don’t need to be consulted. No need to read a menu or order
another beer – the restaurant’s AI will ask the twin, and it will appear. The information access
system will know what you don’t know, will know what you want to know, and will know what
you don’t want to know. Information will be tailored to you, and just for you, fully reflecting your
current knowledge and interests.

Unfortunately, extreme personalization creates risks. Since your twin knows everything about
you, reading every email, listening to every conversation, it must protect your privacy in the
way that you yourself would. The bartender doesn’t need your life story along with your beer
order. Without care, a digital twin may also place you in a filter bubble from which you can’t
escape, a filter jail. If it knows what you want to know, and tells you only what you want to know,
then your view of the world may never change. Every bias will be confirmed, every assumption
reinforced. You are always in your happy place.
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3.3.3 Extreme Information Needs

Future information access should be as anticipatory and pre-emptive as possible. It doesn’t just
know the answer before you ask the question, it should know the next question, and the answer to
it, as well. It knows when to answer questions that are unasked. Many years ago, the attendees
at SWIRL 2012 [Allan et al., 2012] imagined a world with “someone’s phone ringing as they walk
down the street, interrupting their thoughts with the message that the love of their life is sitting
in café they are just walking past. In this case, the urgency of the information need is judged
to outweigh the annoyance of the interruption. In order to reach this level of performance, deep
insights into personality and preference are required.”

As this imagined world grows closer to reality, future information access must allow queries that
go beyond the merely factual to encompass physical, spiritual, and emotional components,
ranging from “Where’s the nearest toilet” (based on the physically detected query caused by too
much beer) to “How do I find true love?” (perhaps stemming from the same cause, or perhaps
reflecting a deeper need). Queries (spoken, unspoken, or anticipated) might include spiritual
components, with the system becoming almost a digital priest (“Go to this church in this piazza.
It will give you the solace you require.”)

Answering extreme information needs also creates risks. If your beer order reflects your physical
state, perhaps your digital twin or floating head will order a non-alcoholic beer — and not tell
you. If your request for pictures of your trip to Italy includes pictures of your former love, perhaps
the system will omit them. Slowly, the painful parts of your life will fade away. Your information
access system becomes your caretaker. Your filter jail will encompass your entire life. You are
always in your happy place, with no way to escape.

3.4 Pre-emptive IR

Having to travel home early, a group of three participants formed and continued their discussion
on the bus to the airport. Loose brainstorming led to the topic of “pre-emptive IR” and the
aspects of a responsible implementation of it.

In Figure 1, we give an overview of two dimensions that contribute to the way that users
receive (or might not currently receive) information:

� Whether or not the user is aware of the existence of a piece of information (“information
need”).

� Whether or not the user wants the information (or would want if they knew it existed)
(“information awareness”).

Interestingly, these dimensions express the interplay between user awareness (of search intent)
and system awareness (of a user’s interest to consume information), with the overlap itself subject
to other dimensionalities, such as relevance. We identify 4 quadrants that contain different kinds
of information that we will discuss below.

1. The user has an active information need (and is aware of the information). The
top-right quadrant in Figure 1 represents this traditional information-seeking scenario; here,
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Figure 1. Grid of user need and availability awareness.

the user has a clear information need that can be translated into a search intent. Classic or
conversational search can be used to satisfy the user’s need.

2. The user is aware of information but does not want it. In the top left, we present
the scenario where even though the user is aware of the existence of the information in a
more or less abstract way, they are not interested in receiving it. Scenarios where the user
might be presented with information from this quadrant could be incorrectly retrieved or
recommended documents, but also consider targeted bad ads (such as repeated ads, or ads
that have lost their relevance), or propaganda that the user would rather not be shown.

3. The user is unaware of the existence of the information, but also does not want
the information. This quadrant (bottom-left) concerns information the user might know
about, but also not want to even know about the existence. Examples of this include triggers
you didn’t know would have triggered you, ‘bad news’ at inconvenient times (e.g., a paper
rejection), or information hazards. This list may be extended with many more examples that
we are unknowingly happily unaware of. Presenting the user with this kind of information
at all (or at the wrong time) may be annoying or might even be harmful.

4. The user would want to have the information but does now know it exists: Pre-
emptive IR. In this scenario (situated in the bottom-right), a user might be interested in
receiving this type of information, but their unawareness of its existence makes it impossible
for them to actively seek it. We argue that this is a new but promising scenario for IR
applications with already existing examples, such as: (1) push messages on the phone about
relevant sights in the area, (2) a close and personal friend, who knows your interests and
shares interesting information of any kind, unbounded by a specific information type or
underlying collection (e.g., book titles, news events, recipes, sights), perhaps closest to the
latter, and (3) “good” online ads (i.e., a surprising ad for a product or service you were
unaware of, but are interested in).
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While seemingly overlapping with a common recommender system scenario, we argue that
recommender systems, also in the scenario of ads such as in (3), are bound to a limited domain
or scope (i.e., limited to the underlying service’s catalog, database, or index).

We see big potential in the use of novel applications that can be used to extend the knowledge
and horizon of the user, present them with surprising and exciting new ideas, content, and infor-
mation across different domains and modalities, and potentially burst filter bubbles that the user
might find themselves in.

3.4.1 Risks and Opportunities of Pre-emptive IR

Pre-emptive IR seems like a promising direction for future research that does not come without
risks. On the one hand, the opportunities of receiving information without the need for active
information seeking might lower the threshold for users to explore a new field of interest and
potentially even improve information literacy. On the other hand, deciding when to perform an
intervention and present a user with information brings a delicate balance in understanding the
user’s cognitive availability, in addition to the high risk scenario of “predicting” relevance to a
user, e.g., in the worst-case scenario we may present the user with unsollicited harmful content:
which can be considered worse than presenting harmful content to a user that is already engaged
in information seeking. Knowing the boundary of whether or not the user is open to receiving
information of any kind might prove a difficult, yet interesting, task.

Future work could focus on questions such as what would we need to trust a system that gives
us this information unprompted or how to provide this information (modalities, interface) and in
which context (e.g., when you are on a laptop, or on the bus...?).

4 Final Note

The Second Search Futures Workshop offered the community a valuable space to reflect on emerg-
ing technologies and their potential impacts on the field of IR and society at large. Despite the
many open questions and challenges raised, the discussions throughout the workshop were marked
by a shared sense of optimism. Participants identified new and evolving research directions, em-
phasizing a vibrant future for search and its role in a rapidly changing world.
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