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Abstract

How people seek, request, and exchange information in social in-
teractions is shaped by personality and situational context, con-
necting the fields of interactive information science and attribution
theory in social psychology. In everyday life, people seek infor-
mation to achieve goals, collaborate, and manage social conflicts.
Understanding how individual traits and contextual factors influ-
ence information-seeking behavior remains a challenge. Recent
advances with large language models (LLMs) enable the simula-
tion of socially grounded information-seeking behaviors in realistic
and controllable ways. We introduce CHARISMA, a simulation
framework that uses LLMs to examine how personality traits and
situational factors influence information seeking as a form of so-
cial behavior. CHARISMA leverages movie characters and public
figures as personality anchors, drawing on LLMs’ knowledge to
simulate human-like interaction. CHARISMA’s utility is demon-
strated in two studies: (1) agreeable pairs resolve conflicts more
successfully, and (2) low-agreeable agents compete for information,
while high-agreeable agents cooperate through prosocial exchange.
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1 Introduction

Understanding how people seek, share, and use information is a
central pursuit in interactive information science [5, 7, 51]. In social
contexts, this process is deeply interpersonal, i.e., individuals re-
quest clarifications, negotiate, and exchange knowledge to achieve
both personal and shared goals [40, 41, 44]. This social information
seeking is shaped by a complex interplay of internal dispositions
(e.g., personality traits) and external situational factors (e.g., social
context) [19-21], a dynamic that attribution theory in social psy-
chology explains as the process of how individuals infer the causes
of behavior, distinguishing between these two factors [18, 25, 50].
For example, highly agreeable individuals are more likely to engage
in collaborative scenarios and openly share knowledge [40], while
situational factors such as competitive goals can alter information-
sharing strategies [6, 28]. Despite decades of progress [23, 24, 31, 38],
there exist limitations in scalability, reproducibility, and the ability
to systematically manipulate complex social variables [11, 34, 35].
Information-rich social simulation has emerged as an alternative for
understanding human behavior and social dynamics [14, 17, 45, 57].
Advances in the role-playing capabilities of LLMs now enable sim-
ulating open-ended social interactions at scale [30, 36, 56], opening
new opportunities for studying conversational search [37, 47] and
collaborative information-seeking dynamics [40, 46]. However, ex-
isting frameworks often require technical expertise to configure,
run, and evaluate simulations [49, 56] and offer limited modeling
of the information-seeking strategies, central to interactive infor-
mation science [4, 26, 54].

We present CHARISMA (Character-Based Interaction Simula-

tion with Multi-LLM Agents), a framework to bridge social information-
seeking simulation and computational social psychology. CHARISMA

enables researchers and non-technical people to investigate how
personality traits and situational contexts shape social information-
seeking behavior in controlled, reproducible simulations grounded
in established psychological frameworks. The framework leverages
well-known movie characters and public figures as psychological
anchors, using LLMs’ embedded knowledge to simulate human-
like personalities without explicitly programming personality traits
(e.g., Big Five scores). By situating these characters within struc-
tured, goal-driven interpersonal scenarios derived from a taxonomy
of human goals [9], CHARISMA provides a psychologically in-
terpretable foundation for studying attributional and interactional
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Table 1: Comparison of social simulation frameworks versus CHARISMA. Goal Tax. (goal taxonomy): structured taxonomies of
human goals for scenario design. Personality: approach to character representation (Basic = explicit trait scores; Descriptive
= natural language descriptions; Movie Characters & Public Figures = well-known movie characters and public figures as
personality anchors). Behav. Code (behavioral coding): systematic categorization of dialogue acts. NL Spec. (natural language
specification): configuration without programming. Auto Eval (automated evaluation): built-in evaluation capabilities. Web-UI:

web-based interface for non-technical users.

Theoretical Grounding

System Features

Framework Goal Tax. Personality Behav. Code NL Spec. Auto Eval Web-UI
SOTOPIA [56] X Basic X X v X
Generative Agents [36] X Descriptive X X X v
OASIS [16] X Basic X X X X
S3[29] X Basic X X X X
SOTOPIA-S* [49] X Descriptive X v v v
CHARISMA v Movie Characters & Public Figures v v v v

information-seeking behavior. The framework architecture sepa-

rates the core simulation engine from the user interface, allowing

users to focus on experimental design rather than implementa-

tion details. Within the web application, each simulation follows a

multi-stage pipeline, comprising:

(1) Social Scenario Setup where users define shared and indi-
vidual goals with the social context that shapes the situational
factors of the interaction through natural language description.

(2) Character Pairing Curation where well-known movie charac-
ters and public figures are selected as psychologically grounded
agents representing distinct dispositional traits.

(3) Social Scenario Generation where LLMs elaborate the setup
into a detailed, context-rich narrative grounded in the defined
goals and situational constraints.

(4) Interaction Generation where LLM-based agents role-play
their assigned characters in the specified scenario, using inte-
grated behavior coding to determine dialogue acts aligned with
their goals and personality traits while generating utterances.

(5) Simulation Evaluation which performs scenario, agent, and
conversation-level analyses to assess how dispositional and
situational factors shape communicative behavior.

To demonstrate CHARISMA’s capabilities for studying information-

seeking behavior in social contexts, we conduct two simulation
studies across 98 conversations using two LLMs and 20 personas.
The first study examines how personality traits influence goal
achievement in conflict-resolution tasks. The second investigates
how dispositional tendencies interact with situational factors to
drive behavioral adaptation in information-seeking strategies. The
code, user guide, and web application are freely available!-2.

2 Background

Computational Social Psychology. Social psychology seeks to
understand how people think about, influence, and interact with
each other in social contexts [15, 39, 48]. A key theme is the attribu-
tion theory, which examines how individuals infer the causes of be-
havior. In particular, whether actions stem from internal dispositions

!https://github.com/FreddieHorn/CHARISMA
Zhttps://charisma.streamlit.app/

such as personality traits, or from external situational pressures such
as contextual constraints [18, 25, 50]. Classic findings, such as the
fundamental attribution error, show that people often overempha-
size dispositional explanations while underestimating situational in-
fluences, highlighting the interplay between personality and social
context in shaping behavior [38]. While traditional experimental
methods have yielded insights [1, 52], they are limited in scalabil-
ity, reproducibility, and manipulation of complex social variables.
Computational social psychology has emerged as a transformative
approach to address these methodological constraints [10, 12, 42].
However, most computational approaches necessarily simplify the
richness of human interaction [13]. CHARISMA systematically
manipulates dispositional and situational factors while preserving
social-psychological interpretability.

Social Simulation with LLMs. Social simulation has long been
used to study human behavior and social patterns, originally through
rule-based agents that modeled social dynamics but lacked realistic
dialogue and reasoning [2, 14, 17]. In information retrieval, simula-
tions have modeled user search behaviors, evaluated system effec-
tiveness, and explored session-based interactions [3, 27, 32, 45, 55].
Large language models now enable richer, more realistic social
simulations through advanced natural language interaction. Frame-
works such as Generative Agents [36], SOTOPIA-S* [49, 56], Social-
Sim [8], and AutoGen [53] have demonstrated emergent behaviors,
open-ended multi-agent interactions, and task-oriented reasoning.
However, most rely on simplified trait definitions or prompt-based
personality cues, limiting psychological depth. CHARISMA bridges
this gap by grounding simulations in established psychological
frameworks and computationally tractable social behavior, struc-
tured around a taxonomy of human goals [9]. Table 1 compares
CHARISMA with prior frameworks across dimensions relevant to
computational social psychology.

3 CHARISMA Framework

CHARISMA provides an interactive, end-to-end pipeline for inves-
tigating how dispositional traits and situational contexts influence
social behavior. The pipeline, see Figure 1, is designed to opera-
tionalize, manipulate, or analyze one or both of these dimensions,
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Figure 1: CHARISMA framework overview with five stages: (1) Social Scenario Setup, defining goals and context; (2) Character
Pairing, selecting psychologically grounded movie characters and public figures as agents; (3) Scenario Generation, creating
contextual situations of varying difficulty; (4) Interaction Generation, simulating multi-turn dialogues between agents; and (5)
Simulation Evaluation, analyzing scenarios, agents, and interactions to reveal how traits and context shape communication.

allowing systematic exploration of their interaction through con-
trolled simulations. The framework comprises five stages as follows:

Stage 1: Social Scenario Setup. This stage establishes the sit-
uational foundation of the simulation through a collaborative
human-AI process. Users first select a shared goal (e.g., being self-
sufficient) from a hierarchical taxonomy of human goals, created by
Chulef et al., which provides 135 empirically grounded human goals.
They then describe the social roles of characters in natural language
(e.g., mentor and mentee), defining the relational dynamics that
constrain situational interpretation. Based on these user inputs, the
selected LLM constructs a personal goal for each character. This
stage primarily manipulates situational factors that determine how
different dispositions are expressed during interaction.

Stage 2: Character Pairing Curation. The second stage repre-
sents the dispositional dimension of the framework. Instead of
using abstract trait inventories or synthetic profiles, CHARISMA
employs movie characters and public figures as psychologically
rich, personality-grounded agents. Since LLMs inherently possess
detailed knowledge of these characters’ backstories, values, and be-
havioral tendencies, they can enact consistent dispositional patterns.
CHARISMA builds upon a curated database of movie characters
and public figures whose personality traits have been empirically
annotated using the Big Five personality framework. These anno-
tations are sourced from the personality database (PDB) website?,
where users provide votes for both movie characters and public

3http://personality-database.com/

figures. To ensure reliability, only characters with more than 500 in-
dependent user votes and high inter-rater consistency in their trait
assessments were included in the CHARISMA character database.
During simulation design, users select two of these pre-validated
movie characters and public figures from the database to instantiate
agents with distinct personality configurations. For example, a user
can pair a highly conscientious and cooperative character with a
dominant, low-agreeableness character to explore personality con-
trast under cooperative versus competitive conditions. CHARISMA
then embeds these character profiles into the LLM agents, leverag-
ing the model’s narrative understanding of their backstories and
behavioral tendencies to generate personality-consistent behavior.

Stage 3: Social Scenario Generation. Next, the user and the
selected LLM collaboratively expand the setup into context-rich
scenario that integrates dispositional and situational factors. The
difficulty level (easy or hard) is explicitly selected by the user to
manipulate situational pressure or task challenge. Moreover, users
can accept, reject, or edit these generated elements, refining the
situational design until it fits the intended research hypothesis. By
balancing user-defined situational constraints with LLM-generated
contextual elaboration, this stage enables fine-grained experimental
manipulation of the dispositional-situational interplay.

Stage 4: Interaction Generation. Once the scenario is finalized,
the LLM-based agents engage in multi-turn dialogue to enact their
assigned characters within the defined situational context. Before
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generating each utterance, an agent first selects the most contex-
tually appropriate behavior coding label, such as Inform, Propose,
Challenge, or Negotiate, that reflects its communicative intent. This
selection is influenced jointly by the character’s dispositional ten-
dencies and the scenario’s situational cues. CHARISMA’s coding
scheme draws inspiration from established dialogue-act and social-
behavior taxonomies, including [22, 33, 43], while adapting them for
psychologically oriented social simulation. The agent then gener-
ates a natural-language response consistent with that behavioral act.
This process captures emergent communicative dynamics, whether
agents conform to or resist situational pressure, and how personal-
ity traits manifest under tension. Through this stage, CHARISMA
provides interpretable behavioral data that link dispositional moti-
vation, situational constraints, and observable interactions.

Stage 5: Simulation Evaluation. The final stage integrates multi-
level analyses to quantify how dispositional and situational factors
jointly influence behavior outcomes. CHARISMA employs both
LLM-based evaluations and automatic metrics to ensure comprehen-
sive and scalable assessment. As demonstrated in Zhou et al., LLMs
can effectively evaluate various dimensions, such as goal comple-
tion through reasoning, and have been shown to correlate strongly
with human judgments. At the scenario level, CHARISMA quan-
tifies various aspects such as realism and emotional intensity as
indicators of situational demand. At the agent level, it computes
behavioral profiles (e.g., sentiment) that reveal personality expres-
sion during interaction. Additionally, CHARISMA measures goal
achievement to evaluate the success of each agent’s dispositional
strategy within its situational context. At the interaction level, it
analyzes semantic progression, dialogue act distribution, and emo-
tional trajectories to assess adaptation or rigidity under situational
pressure. Together, these analyses reveal the interplay between
internal dispositions and external conditions, providing empirical
grounding for attributional interpretations of simulated behavior.

4 Use Cases

To demonstrate the flexibility and utility of CHARISMA, we present
two use cases that showcase how researchers can leverage our
system for investigating social psychology science hypotheses and
a better understanding of LLM agents’ behavior.

Experimental Design: Fourteen conflict-resolution scenarios of
hard difficulty were generated using two different LLMs (DeepSeek-
Chat-v3-0324 & GPT-50). Twenty distinct character personas were
paired to ensure a balanced range of personality similarity: 40%
of pairs were similar, 40% dissimilar, and 20% moderately similar.
Each scenario was presented to seven different pairs, producing
98 total conversations. The Big Five personality traits were used
as dispositional anchors for all agents, and each pair’s mean trait
scores were correlated with shared goal performance.

Personality Traits and Goal Achievement:

RQ: What is the relationship between agents’ personality traits and
their ability to achieve shared goals in conflict-resolution contexts?
Key Findings: Among the Big Five traits, Agreeableness showed
a significant positive correlation with shared goal achievement
(r = .42, p < .001), while Openness, Conscientiousness, Extraversion,
and Neuroticism did not yield significant effects (p > .10). Pairs with
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both agents high in agreeableness (> 0.75) consistently achieved
higher shared-goal scores (Mean = 7.09), whereas pairs where both
were low (< 0.25) scored substantially lower (Mean = 3.44). Mis-
matched or moderate pairs achieved mid-range outcomes. These
findings suggest that shared high agreeableness facilitates coop-
erative goal alignment and social success, whereas low-agreeable
dyads tend toward conflict and competitive breakdowns.

Behavioral Adaptation in Social Interactions:

RQ: How do dispositional traits interact with situational pressure
to shape behavioral adaptation during social interactions?

Key Findings: Using the same experimental design (i.e., 98 conver-
sations), we conducted a behavioral coding analysis to examine how
personality traits translate into observable dialogue acts. The anal-
ysis revealed systematic relationships between personality traits
and dialogue act usage. Low-agreeable characters such as Walter
White (Agreeableness = 0.25) and Dwight K. Schrute (Agreeableness
= 0.25) predominantly used adversarial dialogue acts: Walter White
employed Threaten (~38%) and Escalate (~28%), while Dwight ex-
hibited similar patterns with Threaten (~39%) and Challenge (~11%).
These conflict-oriented behaviors resulted in fragmented exchanges
and low shared goal achievement (mean = 3.1 and 3.5, respectively).
In contrast, high-agreeable characters displayed markedly different
behavioral profiles. Joe Biden (Agreeableness = 0.75, mean goal
= 7.1) demonstrated cooperative patterns dominated by Mediate
(=30%) and Encourage (~26%) acts, with additional contributions
from Problem-solving (~10%). This cooperative behavioral reper-
toire facilitated smoother coordination and higher goal achieve-
ment. Interestingly, Skyler White diverged from PDB voting: despite
being categorized as moderately agreeable, her simulated behav-
ior skewed toward Challenge and Escalate acts, reflecting situa-
tional assertiveness and stress-driven confrontation. These findings
demonstrate CHARISMA'’s capacity to link dispositional traits
with interpretable behavioral outcomes in social simulations.

5 Conclusion

We introduce CHARISMA , a comprehensive simulation frame-
work for computational social psychology research grounded in at-
tribution theory, designed to model person-situation interactions. It
uses LLMs to simulate the traits and behaviors of well-known movie
characters and public figures, enabling researchers to examine how
personality and situational context influence social behavior at
scale. Using familiar characters provides culturally shared and con-
sistent personality profiles, which support reliable and interpretable
simulations. The platform enables researchers to test hypotheses
about the relative influence of personality and situation in guiding
behavior, helping to identify when each factor is most influential.
Limitations include potential bias in character selection and re-
liance on the accuracy of LLM-generated responses. CHARISMA is
available as an open-source web platform that includes a validated
character database, social scenarios, and integrated evaluation tools.
Linking psychological theory with large-scale computational sim-
ulation facilitates systematic and reproducible research into the
mechanisms underlying social behavior.
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