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Abstract. Generative Information Retrieval (GenlR) signifies an ad-
vancement in Information Retrieval (IR). GenlR encourages more so-
phisticated, conversational responses to search queries by integrating
generative models and chat-like interfaces. However, this approach re-
tains core principles of traditional IR and conversational information
seeking, illustrating its capacity to augment current IR frameworks.

In this chapter, we propose that introducing GenlIR enhances traditional
information retrieval tasks and expands their scope. This allows sys-
tems to manage more complex queries, including generative, critiquing,
and extractive tasks. These advancements surpass traditional systems,
handling queries with greater depth and flexibility. This sometimes spec-
ulative chapter suggests Generative Information Access (GenlA), a term
that more accurately encapsulates the widened scope and enhanced func-
tionalities of GenlIR, particularly in how this relates to tasks. By in-
vestigating the impact of GenIR, this discussion aims to reiterate that
generative research should not abandon traditional interactive informa-
tion retrieval research but rather incorporate it into future research and
development efforts.

Keywords: Generative Al - Information retrieval - Personalisation - In-
formation seeking tasks.

1 Introduction

In an era where the volume of digital information expands more rapidly than
ever, the ability of IR systems to sift through data to understand and anticipate
users’ information needs becomes even more essential. Additionally, in Informa-
tion Retrieval (IR), the emergence of Generative Information Retrieval (GenlR)
systems represents a paradigm shift in how we search for — and use found —
information. The next-generation information access systems not only retrieve
documents that may be relevant to a user’s query but ideally can combine, syn-
thesise, or abstract information, making the information directly applicable.
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This chapter explores what GenIR systems may mean for users. We argue
that even though Generative Artificial Intelligence (GenAl) could help us to-
wards genuine interactive information retrieval, building on existing research is
crucial. We, therefore, contextualise the broader GenlA and stress the impor-
tance of keeping the user central. We aim to bridge the gap between established
IR principles and new generative technologies, ensuring that user needs, tasks,
and contexts drive innovation in IR. We explore the dynamic interaction be-
tween advanced GenlR technologies and the user’s information needs, tasks,
and queries. We examine users’ tasks in IR systems, from simple fact-finding to
complex, exploratory searches and transfer these tasks to generative information-
seeking.

We consider how the context (e.g., academic research, learning and teaching,
or personalised personal information management) affects the requirements and
expectations of a GenlR system. We discuss the integration of context-aware
technologies that adapt the retrieval process to fit the user’s current environment,
device, or application, thereby enhancing the relevance and utility of retrieved
information.

Through theoretical insights and practical examples, this chapter aims to
provide an overview of current strategies and emerging trends in GenlIR. This
chapter emphasises the need for an approach considering the dynamic interac-
tion between users, tasks, and scenarios. Such an approach helps researchers and
practitioners develop more efficient, user-friendly information access systems.
The significance of this chapter lies in demonstrating how GenlR systems can
enhance the IR process by providing more flexible, advanced, and user-centric
approaches. The integration of GenIR within the broader context of GenIA of-
fers the potential for dynamic personalisation and improved task understanding.
Additionally, the chapter highlights the human’s role in ensuring the relevance
and reliability of GenlR outputs and the importance of ethical considerations
and user privacy in evaluating these systems.

1.1 Chapter Overview

In Section 2, we conceptualise that GenIR affects IR information needs, tasks
and queries. We suggest that the generative systems’ flexibility enables more
advanced tasks than traditional IR. We argue that even though the flexibility
of GenlR systems introduces new capabilities to the search process, the core
structure of traditional IR and Interactive Information Retrieval (IIR) remains.
We introduce the parallel to conversational information seeking and suggest that
we leverage prior research and apply it to the context of GenlR.

In Section 3, we reemphasise the importance of the user’s centrality for
GenAl. We highlight the potential GenIR with more sophisticated user adap-
tation techniques, enabling dynamic personalisation. We emphasise that even
though GenlR is driven by advanced algorithms, humans-in-the-loop is indis-
pensable for curating and refining the system’s output to ensure relevance and
reliability.
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In Section 4, we extend the importance of tasks within IR. We then discuss
how tasks are expanding in Artificial Intelligence (AI) while pulling this through
to GenlR. Next, we distinguish between using GenlR to enhance system tasks
versus user tasks. We then map commonly used information-seeking process
stages from IR to GenIR. We conceptualise task complexity for GenIR systems
and provide tasks that are suitable and less suitable for GenlIR.

Next, Section 5 discusses how different scenarios and applications can use
generative technology, including work, knowledge base access via customised
conversational agents, learning and teaching, research, and personal information
management.

Given the human-centred nature of this chapter, we discuss user evaluation
in relation to GenlR in Section 6. We briefly overview commonly used user-based
evaluations in IR, such as user studies, online evaluation, and implicit measures.
We then propose challenges and considerations for evaluating GenlR systems,
including its ethical considerations and user privacy.

Lastly, we conclude with an overview of the chapter in Section 7 and discuss
the future proactivity of generative systems.

1.2 Chapter Approach and Definitions

Our approach is the following. We study past work on IR and IIR, and suggest
how future information access systems can leverage prior research and what may
be different when GenlR is further developed.

Generative Information Retrieval (GenlR) and Generative Interactive In-
formation Retrieval (GenlIR) represent emerging concepts within Information
Retrieval (IR), which traditionally focuses on retrieving relevant information
from a large corpus of documents based on a user’s query. The new approaches
incorporate generative models, especially those based on deep learning, to en-
hance the search process. We begin by defining the key concepts used in this
chapter.

Generative Information Retrieval (GenIR). GenlR is a subset of IR tech-

nologies that leverage GenAl to enhance the search process. Unlike tradi-
tional IR systems, which focus primarily on matching keywords and return-
ing pre-existing documents, GenlR systems can synthesise, critique, or create
new content for user queries. GenlR systems aim to move beyond the lim-
itations of keyword-based searches and static document retrieval, offering
users more nuanced, conversational, and interactive search experiences. This
approach opens new possibilities for automated content creation, question-
answering systems, and personalised information delivery.
While traditional IR systems focus on efficiently finding and presenting ex-
isting information, GenlR systems extend this by, for example, by creating
or synthesising new information in response to user queries. This fundamen-
tal difference in output (i.e., retrieving existing documents versus generating
new content) represents a shift in how these systems address user information
needs.
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Generative Interactive Information Retrieval (GenIIR). GenlIR extends

the GenlR concept by emphasising the interactive nature of — and user cen-
trality in — the search process. Similar to IIR, GenlIR keeps the user central.
Interactive implies the involvement of humans, in contrast to GenIR, which
is system-oriented. GenlIR is a system that incorporates the capabilities of
GenlR within an interactive framework that prioritises user engagement and
feedback throughout the search process. Unlike GenlR, which primarily fo-
cuses on the system’s ability to generate and retrieve information, GenlIR
emphasises a collaborative search process where the user’s inputs, queries,
and feedback directly influence the generation and refinement of informa-
tion. This approach leverages generative models to synthesise, adapt, and
present information in response to user-system interactions (also seen as
conversations).
The key to GenlIR is its dynamic, user-driven approach to IR, where the sys-
tem understands and generates content based on initial queries, and evolves
its responses through continuous interaction. These interactions ensure the
generated information aligns with the user’s changing information needs and
contexts. GenlIR fundamentally transforms the nature of retrieval by dy-
namically generating information tailored to the user’s evolving needs during
the interactions.

Generative Information Access (GenlA). GenlA represents a holistic ap-
proach to how users discover, interact with, and utilise information across
multiple platforms and formats. The emphasis of GenIA is on the breadth
of access and the innovative generation of information, rather than on the
depth of the user—system interaction as is the case for GenlIR. Interaction
is one component of GenlA, but not its defining feature. It leverages GenAl
to retrieve existing information and create, synthesise, or enhance the con-
tent in real-time. This includes transforming raw data into understandable
narratives, generating visualisations from complex datasets, or creating new
textual content that fills the gaps in existing information.

The relationships between Generative Information Access, Generative Infor-
mation Retrieval, and Generative Interactive Information Retrieval are illus-
trated in Figure 1, and for convenient reference the definitions are summarised
in Table 1.

1.3 Information Needs, Tasks, and Queries

Information needs, tasks, and queries are foundational to understanding how
users interact with IR systems. Thus, we define these concepts. IR and GenIR
information needs, tasks, and queries share fundamental similarities, as they all
revolve around the user’s need to find information. We will explore the differences
between traditional IR and GenlIR systems in the subsequent section, reflecting
the evolving capabilities of GenAl technologies.

— Information need: The genesis of the IR process. An information need
arises when users recognise a gap in their knowledge or require information
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Fig. 1. Relationships of Generative Information Access, Generative Information Re-
trieval, and Generative Interactive Information Retrieval

on a particular topic or question [12]. It is the intent or requirement for
information the user seeks to fulfill [75]. Information needs are often complex
and may not be fully formed or explicitly understood by the user initially [20].

— Tasks: The notion of task has been widely studied in both the IR and
Information Science (IS) fields, with two broad perspectives. First, task may
refer to a “goal”, incorporating a specific scenario providing context for the
need [84, 69]. This context elucidates the breadth and depth of the user’s
information requirements, and can influence the search approach. Tasks, such
as planning a trip, making a meal, or fixing a car, directly influence the
search execution and the type of information deemed necessary, be it detailed
explanations, quick facts, or comprehensive overviews [40]. The concept of
search task focuses more specifically on the actions and activities carried
out by a user to resolve their information need, such as when interacting
with an IR system. For example, Broder’s taxonomy specifies search tasks
as informational, navigational, or transactional [14].

— Queries: Queries are explicit expressions of information needs, formulated
by users to interact with an IR system. A query translates the user’s infor-
mation need into a system-processable format, such as a set of keywords or a
question. This translation is influenced by the user’s understanding of their
information need and their perception of the system’s capability to meet
that need. Crafting an effective query requires users to distil their informa-
tion needs and task context into a concise and precise information request.’

The search for information, therefore, follows a logical flow, beginning with
an underlying information need — a gap in our knowledge we aim to fill in a
specific scenario. This need propels us to define a task — how we will acquire

! In this text, we use the term “queries” broadly to encompass any system-oriented
specification of an information need. It therefore includes things such as “keyword
queries”, “questions”, “prompts”, and “Boolean queries”.
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Table 1. Relationship and short description of Generative Information Access, Gen-
erative Information Retrieval, and Generative Interactive Information Retrieval.

Technology Description

Generative Information Ac- Broadest concept, encompassing genera-
cess (GenlA) tive AI techniques for information access
Generative Information Retrieval Focuses on retrieving and generating con-
(GenlR) tent, enhancing search beyond keyword

matching

Generative Interactive Information Adds human interactivity (i.e., conversa-
Retrieval (GenlIIR) tional elements) to GenIR, allowing dy-

namic user engagement

that information. Finally, we translate this task into a query — employing spe-
cific words or phrases to search for information in a system like a search engine.
The success of this search hinges on how accurately the query represents our
initial information requirement. For instance, the need to prepare an evening
meal leads to a requirement of information for a recipe; the task involves us-
ing an appropriate web search engine to seek a suitable recipe, and translating
translates into the task of finding a nutritious meal and may manifest through
queries such as “healthy dinner recipes” or “easy recipes with vegetables”.

2 Does Generative Information Retrieval (GenIR)
Change Information Retrieval (IR) Information
Needs, Tasks, and Queries?

Searching for information in GenIR can be more dynamic and interactive than
traditional IR. The process still begins with an information need, but GenlR
allows for more interactions, such as conversational engagement, to better refine
and understand the user’s question (also referred to as prompt). Additionally,
GenlR can generate new, synthesised information relevant to the user’s scenario
rather than simply returning existing documents.

Tasks in GenIR extends beyond traditional search and retrieval, incorpo-
rating direct question-answering, content summarisation, and content creation
based on the user’s needs. This aspect of GenlR can adapt and respond to the
nuances of the user’s requirements in real time. Users might still need to craft
keyword-based queries carefully, but they can also express their needs naturally.
This ability to interpret and respond to conversational input improves the feed-
back loop between user input and information output, making responses more
immediate and relevant to the user’s context.

For example, consider a user interested in starting an urban garden and
seeking information on sustainable practices. In a traditional IR scenario, the
user might input several keyword-based queries such as “urban gardening tips”,
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Table 2. Comparison of Components in Traditional IR vs. GenIR

Component Traditional IR GenIR

Information Defined by wuser’s desire Interpreted flexibly, generat-

needs to find specific information ing new content that fulfils the
within existing documents. user’s need.

Tasks Involves searching, brows- Extends to content creation,
ing, filtering, and sorting summarisation, and question
through existing informa- answering through content
tion. generation.

Queries Typically keyword-based Can be more natural or con-
queries, relying on precise versational, with the system
user articulation. interpreting the query’s intent.

“sustainable urban gardening”, or “how to start an urban garden”, with the
system providing relevant articles in response.

In contrast, with GenIR, the user could ask, “Can you guide me through
starting a sustainable urban garden?” The GenlIR system could then generate a
step-by-step guide from multiple documents, including multimedia, web pages,
or personal documents. This guide could include selecting the right location,
choosing plants based on the local climate, and implementing sustainable water
drainage, all synthesised into a coherent, personalised response. This example
highlights the transformative potential of GenIR in making the information re-
trieval process more aligned with natural human inquiry (similar to what is
known from conversational information seeking), and potentially more efficient
in addressing complex, multifaceted information needs.

2.1 Fulfilling Information Needs with GenIR

While the GenlR search process introduces more dynamic interactions and con-
tent generation capabilities to broaden the search process, it retains the core
structure of the traditional IR and IIR processes [24]. In essence, both approaches
navigate from an information need, through a task, to formulating the informa-
tion need (i.e., query or prompt), aiming to fulfil the user’s search intent.
However, GenlR encapsulates a broader concept by integrating these foun-
dational steps into a more fluid and conversation-like model. Rather than fun-
damentally altering the process, this development adds new interaction layers,
understanding, and response generation to the established framework. GenIR’s
relationship with conversational information-seeking highlights this progression.
Conversational information seeking focuses on natural language processing
and understanding to facilitate a dialogue-based interaction between the user
and the system [65, 95, 71, 81, 30, 80]. This approach, for example, enables the
system to ask clarifying questions [4], to refine search parameters based on user
responses [62, 25], and to present information in a more conversational and acces-
sible format [82, 9]. By building on the principles of conversational information
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seeking, GenlR should leverage prior research in the field, applying it within a
generative context to produce synthesised information that directly addresses
the user’s needs. This connection to conversational information seeking enables
researchers to draw upon existing studies and methodologies, to further develop
and refine GenlR systems. The accumulated knowledge in understanding user
intent, processing natural language queries, and generating relevant responses,
forms a solid foundation for advancing GenIR. This continuity ensures that in-
novations in GenlR are grounded in established IR and IIR research, while at
the same time expanding the boundaries of what information retrieval systems
can achieve.

While GenlR introduces novel capabilities and a broader conceptual scope,
its search process remains ingrained in the traditional IR framework, enriched by
the advancements in conversational information seeking. This relationship vali-
dates the effectiveness of GenIR in meeting contemporary information needs and
encourages a seamless integration of new technologies with existing IR research
to enhance information seeking.

Figure 2 depicts the progression of tasks within information retrieval settings,
highlighting the extension of capabilities by GenlR systems. The “Critique and
evaluate” layer represents an advanced function where the system generates
content and provides feedback, broadening the task’s scope from mere creation
to critical assessment. The diagram captures the concept of GenlR expanding
the frontier of tasks beyond what was traditionally possible with search alone.

3 User-Centric Generative Al

People are at the heart of Information Retrieval (IR), as information-seekers and
as “system component” as part of Human-in-the-Loop. Since information needs
are inherently personal and unique to each individual, and therefore adapting
systems to users has been an important goal of much IR research. The adaptation
of IR systems as the potential to support users in many ways, including

— providing more relevant search results by tailoring the search to account for
individual preferences;

— reducing cognitive load by aligning information with the user’s abilities and
experience;

— providing context-sensitive adaptations based on a user’s location, time and
device; and,

— continuously evolving to match the user’s changing preferences.

In addition, in trying to keep the user central, we also acknowledge people
involved on the system side, through Human-in-the-Loop (HITL) approaches.
This concept emphasises the necessity of integrating human insights within the
system development and operation processes. HITL that the systems benefit
from continuous human oversight and expertise. This approach enhances the sys-
tem’s adaptability, reliability, and overall effectiveness. By incorporating HITL
methodologies, the aim is to create more robust systems integrating human judg-
ment with advanced technological capabilities.
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Fig. 2. The diagram is an adapted visualisation of possible tasks [88], demonstrating
different information retrieval and activity levels. The diagram highlights the progres-
sion from simple information finding to more complex tasks like learning, investigating,
critiquing, evaluating, and creating. The new frontier with GenIR (marked by dashes)
indicates that these systems can enable advanced tasks such as critiquing and evalu-
ating, expanding beyond the traditional search frontier. This conceptualisation shows
how GenlR systems are pushing the boundaries of what can be achieved with informa-
tion retrieval, making it possible to engage in higher-order cognitive tasks (e.g., create
and critique).

3.1 User Adaptation

User adaptation is crucial because there is a difference in effectiveness between
a search engine designed for everyone and one personalised for an individual, as
highlighted by Teevan et al. as the potential for personalisation [76]. With the
advent of GenlR, existing approaches for user adaptation are enhanced, and as
the technology continues to develop, increasingly nuanced approaches are likely
to become available. In addition,

It is important to note that there is a wide variety of literature on adaptiv-
ity [57, 45, 58, 44]. Therefore, the examples provided should be understood as
illustrative rather than exhaustive.

User Characteristics and Individual Differences. User factors (personal
characteristics and individual differences) can substantially impact how people
interact with IR systems. For instance, Cognitive abilities, such as working mem-
ory and processing speed, have been found to have a significant impact on how
effectively users search and make use of an IR system [57]. Research has show
that users with more search experience tend to make better and more effective
use of IR systems. This is because they employ more efficient search strate-
gies based on their understanding of system features [45]. Additionally, users
with greater domain knowledge or expertise exhibit different search behaviours,
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including the sites they visit, query length, and vocabulary breadth. These vari-
ations significantly impact overall search success [89].

User Adaptation Techniques. The individual difference factors of searchers
have direct implications for the design of IR systems, and the techniques that
can be deployed to make them adaptable to different preferences, needs, and
experiences. Adaptability aims to enhance the user experience by enabling the
delivery of content that is more relevant, engaging, and accessible, furthering
the mission to help the user resolve their information need.

User profiling and personalisation involves collecting and analysing data
about individual users (such as their behaviour, preferences, and interaction
history) to tailor search results specifically to them, typically by re-ranking or fil-
tering. Research in this area has explored various methods for creating dynamic
user profiles, including machine learning algorithms that adapt to changes in
user behaviour over time. Depending on the data a system can collect, user pro-
files could be short- or long-term. For example, past browsing behaviours have
been used to create user profiles, which are then applied to personalise search
results by re-ranking items [58]. Other research has demonstrated that the Big
Five personality traits can predict visual search performance [64]. Incorporating
such individual differences into user profiles can allow IR systems to provide
personalised recommendations, and content that aligns with the characteristics
of users.

Context-Aware Search considers the user’s current context, such as location,
device, time, and other situational factors, to provide more relevant search results
[36]. For example, a user searching for “restaurants” on a mobile device would
likely expect results tailored to their current location.

User Feedback Techniques aims to integrate information directly from the
user to improve search results. Widely explored approaches are the use of rele-
vance feedback, where a user may provide ezplicit information (e.g. by marking
items in an initial search results list as being relevant or not) [44], or the system
makes use of implicit information (e.g. aggregated historical click behaviour for
the same query) [42], or even simply assumes the top items that were initially
retrieved to be useful and uses this information to re-write the query [19].

GenlR systems using techniques such as language models have the potential
to further personalise responses, tailor language style, and adjust information
complexity based on user profiles. These systems can leverage user profile data
to generate content that matches the user’s reading level, interests, and con-
versational preferences. Recent advances in language models enable them to
perform tasks with little task-specific data [15], suggesting strong potential for
personalisation even based on limited user input. Moreover, transfer learning and
fine-tuning on user-specific data will allow these models to adapt their output
even further to suit individual users better.
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3.2 The Role of Humans In The Loop for GenIR

In addition to GenlIR users for accessing information, we acknowledge that people
are integral to developing these systems. While GenlR models will continue
to improve, humans still play a crucial role. They provide critical thinking to
ensure that the information is useful, accurate, and ethical. HITL AI refers
to a methodology where humans are actively involved in some or all stages of
an Al system’s training, testing, and deployment. This approach combines the
efficiency of algorithms with the nuanced understanding and decision-making
capabilities of humans. Mosqueira-Rey et al. [60] identifies three broad categories
for HITL machine-learning approaches. These categories are differentiated by the
degree of control machines have over the learning process. From highest to lowest
machine control are Active Learning, Interactive Machine Learning, and Machine
Teaching. In addition, HITL is now also used more broadly across various Al
applications.

For GenIR, human-AlI collaboration is crucial for curating and validating
information. Generative models may be good at finding information but of-
ten struggle with understanding its nuance and accuracy. Humans act as fact-
checkers, evaluating information for relevance, credibility, and potential bias.
Generative models might misinterpret the true intent behind a search query. Hu-
mans refine searches by providing context or reformulating queries to meet users’
needs better. Human domain expertise is invaluable for interpreting and evalu-
ating information in specific fields. Expert knowledge helps distinguish relevant
and irrelevant results, especially in complex or high-risk domains like healthcare
or legal information retrieval.

Human input will continue to be key to address ethical concerns. Generative
models can potentially surface harmful or offensive content. Therefore, humans
need to be responsible for setting ethical guidelines and ensuring retrieved in-
formation is appropriate and unbiased. This aligns with the growing focus on
Fairness, Accountability, Transparency and Ethics (FATE) in Al systems, where
human oversight is crucial for mitigating bias and ensuring ethical outcomes.
In addition, human feedback on the retrieved information is also crucial for
improving generative models. This feedback can be used to train the models
to better understand user needs and return more accurate and relevant results
in the future. This aspect aligns with the core principles of HITL ML, where
human feedback forms a continuous loop for improving the machine learning
system [61].

4 Tasks and Information-seeking Processes

4.1 Tasks in Information Retrieval

The concept of tasks (also referred to as work tasks, information-seeking tasks,
search tasks, or information retrieval tasks [72]) is central to the design and
effectiveness of IR systems [69, 90, 10]. Tasks represent the goals or objectives
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that users aim to achieve, ranging from simple queries to complex information-
seeking behaviours. Identifying and understanding these tasks are crucial for
developing IR systems that align with user intentions and contextual needs.
These IR systems leverage computational models to provide responses relevant to
users’ tasks. By tailoring the retrieval process to the characteristics of individual
tasks, IR systems can provide more relevant, accurate, and useful results, thereby
enhancing user satisfaction and improving the overall effectiveness of the search
process. This task-centric approach to IR highlights the need for systems to
understand beyond the content they index and the context and purpose behind
user queries [53]. This enables a more nuanced and effective retrieval experience
that aligns with the specific demands of different tasks.

Tasks are essential to users’ search strategies, the type of information they
seek, and how they engage with retrieval systems [54]. For instance, a well-
defined task, such as looking up a specific fact (i.e., factoid information need),
typically leads to direct and focused search behaviour, with users employing
precise queries and expecting quick, accurate answers. Conversely, more complex
tasks (i.e., non-factoid information needs), such as conducting research for an
academic paper, involve iterative search processes, refinement of information
needs, and extensive interaction with the IR system to explore, contrast, and
evaluate diverse information sources.

The influence of tasks extends to the design and functionality of IR systems
themselves. Systems need to adapt to accommodate the varying requirements
of different tasks, offering functionalities like query suggestion, personalised fil-
tering, and context-aware retrieval to enhance user satisfaction and search effi-
ciency [93, 72]. Understanding the task-driven nature of search behaviours and
information needs is already essential for current systems; as discussed in the
following sections, it may become even more crucial for developing generative IR,
systems that dynamically adapt to user contexts, anticipate information needs,
and provide tailored responses.

4.2 Expanding IR Tasks into GenlIR

Generative Al tasks include a range of “generative” tasks with varying levels
of human-AlT interaction, from fully automated content creation to collaborative
co-creation where humans and AT work together to produce novel outcomes [23,
26]. These models are not only capable of generating text [50], but can be used
for image creation [94], music composition [74], data augmentation [13], simu-
lation [3], classification [70], or predictions [22]. As generative Al continues to
evolve, the interaction between humans and Al systems is becoming more nu-
anced and sophisticated [6]. With AI evolving, the applications and tasks are
expanding too, from enhancing artistic output to scientific research. It has been
suggested that the key in successful human-Al interaction lies in finding the
right balance between leveraging the Al’s capabilities and maintaining human
oversight [23]. Ultimately, the goal is to harness the strengths of both humans
and Al for improved outcomes.
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Generative Al is also impacting the field of information retrieval. By lever-
aging natural language processing and machine learning techniques, generative
AT models can understand and interpret complex queries, providing more ac-
curate and relevant search results [8]. In addition, these models can generate
summaries, answer questions, and create content tailored to users’ needs. These
AT abilities enhance information retrieval efficiency and open new possibilities
for personalised and interactive search experiences.

4.3 Using GenlIR to Enhance System Tasks

Tasks can be categorised as system tasks, given their execution by the IR sys-
tem autonomously rather than by the end user. These tasks are integral to the
system’s enhanced capability to comprehend, process, and retrieve information
relevant to the user’s query. For example, a GenlR system can incorporate an
automated query expansion technique. The automated query expansion process
within a GenlR system can autonomously enhance a user’s query to improve
the relevance of results. This can be achieved with classic synonym additions or
semantic enrichments but now completed by the underlying generative system.
The outcome are search results that match the exact terms of the original query
and include information linked to synonymous terms and related concepts.
An example of a system task query expansion is seen in Figure 77.

[Q climate change effects '

synonym global warming impacts \'E
sem:?\ntlc extreme weather catastroph
enrichment

carbon weather patterns

Fig. 3. Example of a typical GenlR system enhancement task for query expansion.

These tasks encapsulate many functionalities within NLP, ML, and AI do-
mains, aimed at improving the system’s performance and effectiveness. By in-
corporating these advanced computational techniques, the IR system can better
deal with the complexities of language and patterns within vast datasets. Conse-
quently, these system-centric tasks are key in refining the system’s responsiveness
and reliability in delivering relevant search results, thereby contributing to the
advancement of information retrieval technologies.

4.4 Using GenlIR to Support User Tasks: Mapping GenlIR to
Existing Information-seeking Processes

We discuss possible GenlIR actions and behaviours for three commonly used
stages of the information-seeking process: query formulation, search result ex-
ploration, and query reformulation [68, 81], search stages equivalent express,
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examine, and reformulate [56]. The information-seeking process model provides
broad stages for possible actions and behaviours while providing a structure.

Information Need (Query/Prompt) Formulation. The initial stage of
query formulation, or what can also referred to as Information Need (Query/Prompt)
Formulation, is critical in the information-seeking process. It involves the user
identifying and articulating their need for information into a query or prompt
that the GenIR system can understand. This stage is critical because the entire
search process’s effectiveness is based on the user’s ability to accurately express
their information needs and the system’s ability to interpret them correctly.

In traditional IR systems, query formulation often relies on the user’s ability
to distil their information need into a set of keywords or phrases. However, in
GenlR, this process takes on a more dynamic and interactive character. GenlR
systems, with their conversational capabilities, allow users to formulate their
queries more naturally. This can include posing questions, making statements,
or engaging in a dialogue with the system to refine the query.

Ideally, GenlR systems enhance the query formulation stage through inter-
active information needs refinement and prompt generation. The systems should
engage with users to clarify ambiguities, request more context, or suggest differ-
ent ways to phrase information needs, ensuring a deeper understanding of the
user’s intent. Additionally, for users unsure of how to express their information
needs, GenlR can generate guiding information needs or prompts, aiding them
in refining their search objectives. This approach fosters a more intuitive and
user-centric search experience.

In a recent interaction log study, it was indicated that Generative Al prompts
are often verbose and structured, encapsulating a broader range of informa-
tion needs and imperative (e.g., directive) tasks distinct from traditional search
queries [79]. The study showed that LLMs can support users in tasks beyond the
three main types based on user intent: informational, navigational, and transac-
tional [14]. Prompts also included instances where entire documents are copied
and pasted into the “prompt box”. These “document” prompts were often used
to extract or summarise a user’s personal data, indicative of pseudo-navigational
tasks or personal information management. They identified unique tasks, such
as text formatting and information extraction, that extend beyond traditional
search queries and uncover a range of user intents, predominantly commands to
the system.

An example session from this log analysis is shown in Table 3. The session
starts with a generic question from the user wanting the system to explain the
stages of a waterfall model in bullet points (Turn 1). Throughout the session, the
user changes the way they are formulating their information need. For example,
in Turn 2, the user specifies their initial need in more details.

Examine Generated Information. In the context of GenIR-enhanced information-
seeking processes, the search result exploration phase expands to include the
examination of traditional search results and newly generated information. This
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Table 3. Interaction session with user input to Google Bard [79]. The user input is
verbatim. For example, turns 5, 8, 9, and 10 include bullet points directly copy-pasted
by the user. from one user looking for information about project management.

Turn no. User Input

1 Explain the stages of the waterfall method in bullet points

2 ok again but explain the distinct stages in teh waterfall method-
ology

3 give me a reference for this

4 ok can you give me a web page reference

5 eEvaluate the advantages and disadvantages of using Waterfall
for the project, considering the specific project context.

6 ok project considerations for Agile and the PRINCE2

7 no like you did for Waterfall, project considerations for Agile
and then PRINCE2

8 eExplain the significance of gathering user requirements in
project management. eDescribe how user requirements were
gathered in each of the evaluated methodologies. Agile,
PRINCE2 and WAterfall

9 eDefine the various job roles and responsibilities within project
management. eCompare the job roles and responsibilities in the
three methodologies. eHighlight any differences or similarities
among them.

10 eDescribe the role of quality assurance, testing, and deployment
in IT projects. eExplain how each methodology handled quality
assurance, testing, and deployment. eEvaluate the effectiveness
of these processes within the context of each methodology.

11 m,uch more concise

12 Summarize the key findings of your investigation. Discuss the
factors that could influence the choice of project management
methodology in the new software development company.

13 Give me a short conclusion:

14 no in paragrpahs

15 ok again, just a conclusion to theis assignemtn

16 rewrite in paragrpahs

17 I need a conclusion for my assignment. Can you give me one?

18-19 [complete copy-paste document inputs]

20 You missed out Agile

21 please put Agile first

22 ok rewrite that in paragrpahs
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phase involves evaluating the relevance and usefulness of the initial search results
and assessing the quality, novelty, and relevance of information generated by the
AT system.

In the search process’ “examine generated information” stage, personalisation
is crucial in tailoring the generated information to the individual’s preferences
and needs. This stage involves the Al system leveraging user profiles, search
history, and contextual information to create personalised summaries, answers,
or content directly relevant to the user’s query. By doing so, the system must
ensure that the generated information is grounded in accurate information and
aligned with the user’s interests and requirements, thereby enhancing the overall
effectiveness of the information-seeking process. A recent paper investigated the
readability of generative information systems’ output and their accessibility bar-
riers, especially for people with literacy difficulties [67]. This paper showed that
responses from from widespread large language models may not be accessible to
people with cognitive and literacy challenges. The authors stress that generative
systems have potential accessibility issues for users with low literacy or reading
impairments. To address this, it is imperative for GenIA systems to incorporate
mechanisms that can adapt the complexity of language and presentation of in-
formation according to the user’s. This further highlights the important role of
personalisation for generative systems. Furthermore, the design of such systems
should be informed by inclusive user studies, ensuring that language and infor-
mation are accessible to everyone, thereby mitigating the risk of exacerbating
existing information access inequalities.

When we investigate the example interaction session again in Table 3, we
see that the user is trying to specify how the information is presented. In turn
11, the user specifies that they want the information presented in a much more
concisely.

Information Need (Query/Prompt) Reformulation. As for all interac-
tive search systems, the reformulation stage is critical in GenlR systems. This
reformulation acts as the dynamic interface where users refine their queries in
response to generated content and initial search outcomes. This iterative process
is integral to GenlR, enabling users to adjust their information requests based on
the presented information. By continuously refining their queries, users can fur-
ther investigate their topic, leveraging the generative capabilities of the system
to explore complex ideas and uncover connections. This feedback loop enhances
the precision of search results and enriches the users engagement with the in-
formation, demonstrating the unique interactivity and adaptability of GenIR
systems.

Re-investigating the example interaction in Table 3, we can see many differ-
ent reformulations. The search interaction excerpts highlight the iterative nature
of the reformulation stage in the context of the user’s search process. Each step,
from initial, often imprecise requests (“Give me a short conclusion” in Turn 13)
to more specific demands (“no in paragraphs” in Turn 14), illustrates how user
queries evolve as they refine their need. This dynamic is crucial in both tra-
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ditional and GenlIR systems, where the capacity to adapt responses based on
user feedback can enhance the relevance and utility of the information provided.
For instance, requests like “You missed out Agile” and “please put Agile first”
(Turns 20-21) emphasise the importance of adaptability and specificity in search
queries, including the need for systems that can flexibly accommodate chang-
ing user priorities and insights. In GenlIR, this is particularly important, as the
system must not only search but also generate content, demonstrating a sophis-
ticated generative model for content creation. These reformulation interactions
are practical examples of continuous feedback and essential for refining search
outputs and accuracy. This capability to iterate and evolve search queries and
responses is foundational in delivering a more personalised and effective search
experience.

4.5 Conceptualising Task Complexity for GenIR Systems

The field of information retrieval has long recognised the diverse nature of
information-seeking tasks and acknowledges that tasks vary in their complex-
ity [17, 41, 90, 93]. Understanding this variation is crucial for developing infor-
mation systems that effectively support users across a spectrum of needs. This
section introduces a conceptual framework for categorising information-seeking
tasks by two critical dimensions: task complexity and generative involvement.
For simplicity, we refer to task complexity as the number of steps, the intri-
cacy of these steps, and the level of decision-making needed to complete a task.
Figure 4 illustrates a continuum of task complexity and the level of generative
intervention from Al as discussed below:

Basic information retrieval (low task complexity, minimal generative involve-
ment). It involves direct queries with precise answers, like looking up straight-
forward facts. Interaction with GenIA systems is transactional, the user re-
quests specific information, and the Al retrieves it with little to no additional
generative contribution.

Guided topic expansion (medium task complexity, moderate generative in-
volvement). It entails broadening the scope of an inquiry to include related
topics or concepts, requiring users to navigate through and select relevant in-
formation. The GenlA system aids this process by suggesting related areas
and generating ancillary information that users can incorporate into their
search.

In-depth analysis and synthesis (high task complexity, substantial genera-
tive involvement). Requires comprehensive research and the integration of
multiple information sources to construct detailed knowledge or insights.
The GenlA system plays a significant role by generating complex outputs
like summaries of extensive literature, which the user then critically evaluates
and refines for their purposes.

Intelligent research design (very high task complexity, interactive genera-
tive involvement). Involves the generation of new research frameworks, theo-
retical models, or innovative problem-solving approaches. The GenIA system
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and the user interact together, with the GenlA system proposing novel ideas
and designs that the user iteratively refines, leading to sophisticated out-
comes that may not have been achievable individually.

Factoid information Focused Complex/ Information
need information need exploratory development and
information need conceptualisation
Low complexity High complexity
4 »
Generative intervention Generative intervention
Transactional Guidance Curation Creation

Fig. 4. Possible visualisation of how generative systems interact depending on task
complexity.

of

Tasks less suitable for GenIR. Based on the above conceptualisation, we can
see that not all search tasks are suited for a GenIR approach. The effectiveness

GenlR systems largely depends on the query’s nature, the user’s information

need, and the context in which the information will be used. There are several
scenarios where traditional IR systems might be more appropriate or where

GenlIR systems may need to be carefully designed to meet specific requirements.

— Factoid information need. Consider someone who wants to have an an-

swer to a very concrete information need, “first person on South Pole”. This
query seeks a factual answer about a historical event related to world explo-
ration. A traditional IR system would look for information from historical
records, exploration archives, or authoritative history websites to provide the
name of the explorer who first reached the South Pole. It makes sense for a
factoid task to embed the information in current authoritative information.
In contrast, even though a generative system may contain the information,
the user may not have to conduct extra fact-checking.

— Legal or medical information. In domains where the accuracy of infor-

mation can have serious implications, such as legal and medical research,
the conservative approach of traditional IR systems may be preferred. The
potential for GenIR systems to synthesise information in ways that misin-
terpret complex legal statutes or medical guidelines necessitates a cautious
application [47].

— (Re)finding an original online document. Imagine someone is working

on a paper about tasks in information retrieval. They want to retrieve the
topics of a previous TREC Track. Even though the user can ask for the topics
in a GenIR system, users may prefer to access original documents directly
from the sources, rather than receiving synthesised or generated content.
In such cases, traditional IR systems that provide direct links to original
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sources would be more appropriate. In addition, many documents are not
online and reside in physical archives or within proprietary databases. The
researcher may need to consult these offline materials for academic rigour,
necessitating a hybrid approach combining digital searches with traditional
library methods.

— Niche topics. GenlR systems are typically trained on broad datasets, which
may not cover highly specialised or niche topics sufficiently. For nice queries,
traditional IR systems that index specialised databases or pay-walled articles
might provide more comprehensive and relevant results.

— Complex topics with critical and high-level reasoning. While ad-
vances in Al and natural language processing have enabled GenlR systems to
handle complex queries, there are still limitations in their ability to perform
multi-step reasoning or to understand queries that require deep domain-
specific knowledge. Complemented by human expertise, traditional IR sys-
tems may be better suited for these scenarios.

Tasks suitable for GenIR. Next, we present example Information Access (1A)
tasks that are suitable for GenlR:

— Content creation. GenlR systems are proficient at creating new, origi-
nal content tailored to specific needs. This includes writing articles, gen-
erating reports, or producing creative pieces like short stories and poetry.
The strength of GenIR in content creation lies in its ability to analyse vast
amounts of data, understand context, and generate coherent, relevant text
based on the user’s input or prompts. GenlR can help streamline the con-
tent creation, offering efficiency and creativity while reducing the time and
resources traditionally required for these tasks.

— Content summarisation. With the overwhelming amount of online in-
formation, there is a growing need for concise summaries that capture the
essence of longer texts. GenlR systems can automatically generate accurate,
coherent summaries of articles, research papers, books, or reports, making
information more accessible and digestible for readers.

— Content extraction. GenlIR systems can help with content extraction,
where specific information, data points, or insights need to be identified
and extracted from large volumes of text or complex datasets. GenlR sys-
tems can parse through documents, identify relevant pieces of information
based on the criteria set by the user, and generate summaries or reports
highlighting the extracted content. This could save people time, and GenlIR
systems may identify patterns that the user may initially overlook.

— Personalisation. Leveraging the strengths of GenlR, systems can craft
personalised information. By analysing a user’s past interactions, search be-
haviours, or preferences, GenlR systems could curate content, increasing user
satisfaction and engagement. The strategic deployment of GenlR for person-
alised suggestions enriches the user’s experience by ensuring relevancy and
is crucial in enhancing loyalty and improving conversion rates. GenIR may
offer a more personalised, engaging, and user-centric service.
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5 Scenarios and Applications
5.1 Work

Information access systems’ role in working environments and work tasks have
been studied for decades [51, 52, 55, 83]. There are a variety of tasks on which
information access systems are used, including communication, documentation,
planning, problem-solving, admin and management, among others. In 2019, Trip-

pas et al. [83] asked participants in an online survey about work tasks and how
digital assistants can support them.

Virtual Reality

Security 1

Search engine that listens 4
Profiling of other people
Phone assistant
Dictionary -

Creativity
Communication -
Automatic e-mail 4
Accesibility 4

3D

Productivity 4
Up to date
Project management
Food {3
Recommender system -
Ubiquous/Centralized 4
Existing device -
Efficient 4
Note-taking
Collaboration s
Adaptive/Personalized
Digital assistant+ s
Editing{ 7
Voice - 8
Task progression & completion - 9
Ubiquitous access 10
Ease of use 12
Organization 4 14

Scheduling 4 16

Smart calendar 1 16
Reminder 64

0 20 40 60
Num. Participants

©w N

Desirable Features

Fig. 5. Desirable features for an imaginary new piece of technology as reported by
participants from [83].

The survey was conducted from May 17 to July 2 2018, with 410 respon-
dents. One of the questions in the survey asked participants to describe the
features or capabilities they would want to have in a hypothetical new piece of
technology. Figure 5 shows an aggregation of the relevant responses — 46.9% of
the participants do not report a particular feature, or report they do not need
any. Features such as automatic “reminders”, “scheduling”, or “ubiquitous use”
are easily recognisable in current applications such as e-mail clients or personal
information managers. Yet, other features such as “automatic e-mail”, “profiling
of other people”, “note taking”, or keeping oneself “up to date” were less obvious
to foresee before the uptake of generative Al solutions such as ChatGPT.

A report by Microsoft [16] discusses the opportunities LLM-based technology
can create to assist in work tasks. The report suggests that we are witnessing
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an expansion in the range of tasks automated by human-Al cooperation with
assistants or copilots. For instance, the task of finding similar snippets of code
implementing a particular functionality may shift to critically analyse a gen-
erated code that satisfies a given functional requirement. Synthesis tasks (e.g.,
summarising a set of relevant documents or the discussion in a particular meet-
ing) are also likely to be more automated in working settings, particularly for
retrospective and real-time feedback in collaborative scenarios.

As generative IR enable automating more complex information-related tasks
in work settings, it is important to consider the ethical implications that automa-
tion has in terms of the workforce. As every technological advancement reduces
the need for manual labour, it is crucial to have measures that enable everybody
to benefit from shared prosperity [43, 91].

5.2 Knowledge Base Access via Customised Conversational Agents

Recent developments in GenlR, including RAG, have sparked interest in both
industry and academia in exploring the role of customised LLM-based conversa-
tional agents as a viable solution to provide access to information that is typically
stored in private data and knowledge bases (e.g., information used by customer
services, internal policies and procedures, project management data).

Pathiyan Cherumanal et al. [63] described Walert, an LLM-powered con-
versational agent customised to answer frequently asked questions about enrol-
ment in computer science programs. Walert aims to demonstrate how common
practices in conversational information seeking and IR can be adopted by prac-
titioners when designing and evaluating customised LLM-based conversational
agents, and identify aspects in the evaluation process that may help practitioners
better understand the suitability of GenIR in the context of customised informa-
tion seeking systems, such as the importance of evaluating Retrieval-Augmented
Generation (RAG) at the retrieval phase — and the role of truncated rankings [7]
—, the inclusion of out of knowledge base (i.e., unanswerable) questions in the
test collection, and the need of more informative evaluation measures to assess
correctness of the generated responses at the end of the pipeline [63].

Another common problem in organisations and companies is that the vast
amount of information generated and collected by different teams within the or-
ganisation is not easily accessible. Information is typically stored in different data
and knowledge bases, and organised in different formats. Enterprise search [48]
is a structured search system that enables stakeholders in an organisation to
find relevant information in decision-making processes with organisational or
personal goals [87]. Reliable access to relevant information is arguably one of
the most essential needs of an organisation. And yet, the nature of the problem
— including data fragmentation, lack of redundancy in information, vocabulary
gap, and secure access for different roles within the organisation, among oth-
ers — makes enterprise search one of the most challenging problems in IR [48].
Considering the capability of LLMs in characterising language and semantic rela-
tionships, new GenlR techniques could considerably reduce the vocabulary gap
present in enterprise search. In the past, enterprise search has attracted little
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In the context of offline evaluation of information retrieval systems, generate a code in Python to compute Average
Precision and explain its behavior

Sure, in the context of information retrieval, Average Precision (AP) is a popular metric used to measure the effectiveness
of ranking systems. It is especially useful when the system retrieves a ranked list of documents in response to a user
query. AP is the average of the precision values at the points at which each relevant document is retrieved, considering
only the top k documents in the ranked list

Here's a simple Python function to compute the Average Precision:

def compute_average_precision(rank_list, relevant_docs):
ap = 0.0
correct_preds = 8.9
for i in range(len(rank_list)):
if rank_list[i] in relevant_docs:

correct_preds += 1

ap += correct_preds / (i + 1)
ap /= len(relevant_docs)
return ap

In this function, rank_1list is a list of documents retrieved by the system, ranked by their relevance to the query (from
most to least relevant), and relevant_docs is a set of documents that are known to be relevant to the query.

The function goes through the ranked list of documents, and each time it encounters a dacument that is in the set of
relevant documents, it camputes the precision at that point (which is the number of relevant documents retrieved so far
divided by the number of documents retrieved so far), and adds it to the running total. At the end, it divides the total by
the number of relevant documents to get the average precision.

This metric gives a high value when relevant documents appear early in the ranked list, and lower values when relevant
documents are further down the list. It is a useful measure of the quality of a ranking system, especially for tasks where
the order of the documents is important

Please note that this is a simple implementation and may not cover all possible edge cases. For more complex scenarios,
you might want to use existing libraries that provide more robust implementations of this metric.

Also, remember that this code is based on my training data up to September 2021, and there may be more recent
methods or libraries available. Always refer to the official documentation for the most up-to-date information

Val is an Al assistant which does not have access to RMIT-specific or real-time internet data. Student and academic use of Val must adhere [y
to policies available at Student rights and responsibilities

Fig. 6. Example of code generation for implementing Average Precision (AP) in Python
by RMIT Val using GPT-4.

attention in the academic community [24]. The increasing interest (both in in-
dustry and academia) of customised LLM-based conversational agents and RAG
may push the state of the art in enterprise search.

5.3 Learning and Teaching

The arrival of ChatGPT has provoked a series of debates around the implications
of generative Al in the education domain [2, 1, 21]. Recent studies bring empirical
results to the discussion on ways students have been using GenAlT tools [1]. Code
and text generation for completing assignments, essays, and academic projects
are some of the most common applications in learning and teaching environ-
ments. Although these applications may enhance productivity, they also raise
some ethical concerns and implications to pedagogy and academic integrity [21].

Figure 6 shows the interaction with RMIT’s Val learning assistant,”? using
GPT-4 to generate a snippet of code in Python to compute the Average Precision
(AP) effectiveness measure.

2 https://www.rmit.edu.au/students/support-services/study-support/val [Ac-
cessed: 12 Apr 2024]
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Besides the code, the response includes an explanation of the code, as well as
a disclaimer to warn the user that the code does not cover edge cases (e.g., topics
without relevant documents in the qrels would give a divided-by-zero runtime
error). An Information Retrieval course student may prefer to interact with a
conversational agent to learn about fundamental concepts such as AP instead
of running a search in a commercial search engine — or reading the evaluation
chapter of a classic IR book.

A promising direction is using GenAl for personalised and adaptive learning
experiences [21, 33]. In particular, novel ways for providing personalised feedback
or instruction tailored to individual student needs [33, 21].

The effective use of this type of technology in learning and teaching en-
vironments heavily relies on creating awareness of its limitations and critical
engagement. There is also a demand for more established guidelines and policies
to ensure the responsible use of GenAl in educational scenarios.

5.4 Research

Researchers perform a variety of tasks during the life-cycle of a research project.
Some common tasks across different study fields are planning, literature review,
experimental design, data collection and analysis, writing and publishing, and
collaboration. While many of these tasks overlap with the work tasks described
in Section 5.1 (e.g., planning or collaboration), it is important to consider how
GenlR can assist practitioners with research tasks.

The literature review phase is where most of the finding tasks occur. Although
Retrieval-Augmented Generation (RAG) systems [49] — i.e., systems that gener-
ate an answer from a set of passages retrieved from a knowledge base — specif-
ically designed for scientific repositories may provide a complementary way to
find relevant work, GenlIR can still present unreliable information to researchers.
Recent work explored the use of LLMs to make systematic reviews more cost-
effective. Wang et al. [86] investigated the effectiveness of Boolean queries de-
signed for systematic review literature search generated by transformed-based
systems such as ChatGPT, showing a promising ground for research directions
but also important caveats related to incorrect terms in the queries and non-
determinism of prompts. Another work in the context of systematic reviews is
reducing the number of retrieved documents that need to be manually screened
by experts/researchers performing systematic reviews. Recent work in automatic
document screening has explored the use of ChatGPT [5], fine-tuning [66] and
zero-shot open-sourced LLMs [85]. The results indicate that techniques based
on LLM, particularly fine-tuned, can automatically be developed to screen doc-
uments for systematic reviews.

GenAl tools are instead becoming commonly available to assist researchers
in refining their writing, e.g., by recommending alternative ways to formulate
titles, abstracts, or sentences. Researchers may also benefit from using tools for
synthesis or translation tasks [59].

Mittelstadt, Wachter, and Russell [59] discuss how other tasks, such as data
formatting and conversion, are likely to get more automated with the assistance
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of GenAl. However, the use of GenAl in other research tasks could compromise
research integrity [27, 59], by increasing the risk of lack of reproducibility and
transparency, especially if used without robust quality assurance protocols in
the data collection and analysis phases.

As in other research fields, information retrieval has also started to include
GenAl approaches in research. In addition to automatic relevance assessment
[78, 32] and simulation of user’s interactions [11, 29] [[(see Chapter 6 for more
details)]], recent work explore the use of GenAl to characterise tasks and infor-
mation needs. Zendel et al. [96] explores the effectiveness of instruction-based
LLMs to automatically classify the cognitive complexity of information needs
described as backstories [96]. Alaofi et al. [3] explores the role of LLMs in gen-
erating new query variants for a given information need. Pathiyan Cherumanal
et al. [63] use open-source LLMs as a data augmentation approach to generate
training phrases to build the conversational model of a customised intent-based
conversational agent.

5.5 Personalised Personal Information Management

Personal Information Management (PIM) is a set of practices to manage per-
sonal information ecosystems [18, 77]. This ecosystem includes various physical
and digital information formats like emails, documents, web content, and social
media interactions. PIM enables users to control their information environment,
enhancing their productivity, decision-making, and learning [38].

Incorporating GenAl and GenlR into PIM could potentially enhance per-
sonalised information access. GenAl can extrapolate new insights, link diverse
data sources, and propose novel viewpoints, aiding knowledge integration from
personal information sources. In addition, GenIR can improve how information
is retrieved and presented to the user. GenlR can provide more relevant and
digestible information by understanding the user’s context and preferences. This
can save time and effort in information retrieval and make using information
more efficient and enjoyable.

In this context, PIM is not just about managing information, but also about
effectively utilising this information to achieve tasks and fulfil roles within indi-
vidual contexts. This could include professional roles where specific information
is needed to make decisions or personal roles where information could help plan
activities or learn new skills. Thus enhancing current PIM techniques making it
even more personalised. The combination of PIM, GenAl, and GenlR aims to
create a more personalised, efficient, and insightful way of managing and util-
ising information. This integrated approach can empower individuals to control
their information environment and use information more effectively to achieve
their goals. It represents a significant step forward in the evolution of personal
information management.
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6 User Evaluation of Generative Information Retrieval

New approaches enabled through Generative Information Retrieval offer exten-
sive opportunities to support users to resolve their information needs. To under-
stand these new approaches, and to support ongoing development and improve-
ments, the ability to measure and evaluate system performance is a key require-
ment. The acir field has a strong history of evaluation. This includes approaches
based on offline evaluation using test collections (often called the “Cranfield”
methodology) [34] and instantiated through shared evaluation campaigns such
as TREC, NTCIR, CLEF, and FIRE; online evaluation through techniques such
as A/B testing [35]; and, user-based evaluation [39].

While the established approaches for evaluating IR systems provide a good
foundation, they are not always directly usable in the context of new features that
GenlR systems support. For example, Gienapp et al. [31] have recently proposed
a framework for generative ad hoc retrieval — the task of ranking documents by
their expected relevance in response to a single search query — that defines wtility,
reading and accumulation components for an effectiveness metric. In line with
traditional ad hoc retrieval evaluation based on test collections, this framework
offers a promising direction to enable GenlR systems to be evaluated for ad hoc
search, offering a clearly defined, repeatable, and cost-effective way to quantify
effectiveness. However, similar to the use of test collections for traditional IR
systems, this comes at the cost of simplification by essentially abstracting out
the user and their interactions with the system.

As was highlighted in the previous sections of this chapter, Generative Infor-
mation Retrieval in particular offers substantial new opportunities at the level
of users, tasks and scenarios: key opportunities arise in the interaction between
users and systems, working to resolve an information need that is situated in
the scope of a particular task — Generative Interactive Information Retrieval.
Evaluation here typically required user-focused approaches, rather than the use
of test collections which typically abstract out the variability that users and in-
teractions introduce. We therefore provide an overview of the key methodologies
and associated considerations that arise in the context of user-based evaluation
of these systems.

6.1 Current IR Approaches to User Evaluation

User Studies. Evaluating the effectiveness of interactive systems can require
careful study of the interactions between users and systems. It can be helpful
to consider different approaches based on the goals of the research: exploratory,
descriptive, and explanatory [39]. User studies can vary widely depending on the
phenomenon being studied. Generally, they fall into exploratory, descriptive, and
explanatory categories, reflecting the level of researcher control. Exploratory
studies involve minimal intervention, while explanatory studies often require
extensive intervention for formal experimental inference.

— FEaxploratory studies. In situations where relatively little is known about the
phenomenon, exploratory studies are useful to enable better understand-
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ing [73]. The aim is often to learn more about the phenomenon, which
means that the research questions may be broad or open-ended. As a re-
sult, exploratory studies are typically less structured. Exploratory studies
often inform subsequent descriptive and explanatory studies.

— Descriptive studies. Descriptive studies aim to describe a phenomenon by
careful observation and documentation [28]. Such studies can provide bench-
marks of interactive systems, and serve as taxonomies related to the phe-
nomenon of interest.

— Ezplanatory studies. When variables of interest have been identified, explana-
tory studies offer a framework to determine relationships between them. This
includes formal experiments to establish causality. Explanatory studies are
sometimes termed “laboratory experiments”, since they often take place in
controlled conditions, with the aim of isolating the key variables of interest
from possible confounding conditions [92].

Online Evaluation and Implicit Measures. Online evaluation aims to mea-
sure the effectiveness of IR systems by considering implicit indicators of user
behaviour as they interact with a live system. Indicators may be any measurable
signals that reflect user activity, and can range from low-level events such as the
number of clicks on a hyperlink and the dwell time on particular web page, to
higher-level events such as decisions to purchase items in an online store [35].

To establish the relative effectiveness of two systems, online evaluation typ-
ically makes use of AB Testing, a between-subjects experiment where users are
randomly exposed to either system A or system B (the independent variable)
to establish the presence or absence of an effect on the chosen implicit indicator
(the dependent variable) [46].

6.2 Challenges and Considerations for Evaluating Generative
Information Retrieval Systems

The evolution of IR to include conversational and generative aspects necessitates
a deeper understanding of user needs and behaviors, especially since these sys-
tems may substantially change user expectations, and interaction approaches.
GenlR systems require rigorous user evaluation methodologies to ensure their
effectiveness and relevance. User studies, incorporating both quantitative and
qualitative methodologies, will be essential in identifying the effectiveness of
such systems in addressing complex user information needs.

A key open challenge for GenlR evaluation will be to establish realistic ap-
proaches for evaluating system output with users when we cannot control the
system’s output. For generative systems, a key consideration regarding user stud-
ies is the extent to which the system output needs to be controlled. Generative
systems, by their nature, create “new” responses, and it may be difficult to en-
sure that such a system generates identical output even in response to the same
input query.

The impact of this factor will vary depending on the type of study being
conducted. In the context of user studies, this is e.g. unlikely to be problematic
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for an open-ended exploratory study aiming to learn about interactions between
users and chatbots, but may present new complications into the design of an
exploratory study in which the system output needs to be a controlled variable.

Since the indicators used in online evaluation rely on signals of user behavior,
rather than the specific output of a GenlIR system, this evaluation approach can
be used directly to evaluate systems that include new generative components. It
is however important to bear in mind the usual limitations of online evaluation,
namely that the implicit indicators are very likely to only be a proxy for variables
that are actually of interest, such as whether the system actually conveyed useful
information to the user, or whether the user was ultimately satisfied.

Other challenges in evaluating GenIR systems include accounting for the nat-
ural language understanding (NLU) and generation (NLG) components, manag-
ing context and state across conversational turns, and ensuring the relevance and
coherence of system responses. User evaluation methods will therefore need to
be tailored to address these challenges, e.g. by incorporating scenario-based test-
ing, user satisfaction surveys, and task completion rates as part of the evaluation
criteria.

Beyond individual studies that focus on particular aspects of evaluation, the
development and ongoing evaluation of GenIR systems will benefit from the
use of user-centered design principles, involving users early and throughout the
design process of such systems. This includes understanding user preferences
for conversational interactions, personalization, and response generation. Design
decisions should be informed by user feedback, ensuring that the system aligns
with user expectations and information seeking behaviors.

Ethical Considerations and User Privacy. The ethical landscape of user
evaluation in GenlR systems is complex, underscored by the importance of the
ethical use of data and privacy considerations. In this context, the methodologies
employed to gather, analyse, and store user data should be carefully designed to
uphold the highest standards of privacy and ethics. In most countries, regulatory
requirements around GenlR are developing; but perhaps even more importantly,
ethical considerations and practices are a fundamental aspect of building trust
and ensuring the integrity of the interaction between users and systems.
Transparency in the collection, usage, and storage of user data forms the
cornerstone of ethical user evaluation. Users should be fully informed about
what data is being collected, how it is being used, and where it is stored. This
transparency is crucial not just for compliance with privacy laws and regulations,
such as the General Data Protection Regulation (GDPR) in the European Union,
but also for fostering a relationship of trust with users. When users understand
how their data contributes to the improvement and effectiveness of generative IR
systems, they are more likely to participate willingly in the evaluation process.
Informed consent is another critical element, ensuring that users are not just
aware of how their data is used, but have explicitly agreed to it. This consent
should be obtained through clear, understandable language that avoids technical
jargon, so that it is accessible to all users regardless of their background in tech-
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nology. Moreover, informed consent should not be treated as a one-time process.
Users should have the ability to withdraw their consent at any time, necessi-
tating systems that can accommodate such requests without compromising the
integrity of the data or the user experience.

A key technique in preserving user privacy is the de-identification or anonymi-
sation of user data. By removing or obfuscating identifiers that can link data
back to an individual, researchers and developers can analyse patterns, behav-
iors, and feedback while minimising risks around compromising user anonymity
in situations such as data breaches or unauthorized access. Privacy-preserving
methodologies extend beyond anonymisation principles to include techniques
such as differential privacy, which adds noise to the data to prevent the identi-
fication of individuals while still allowing for the aggregate data to be useful for
analysis and system improvement. These methodologies ensure that the eval-
uation of generative IR systems can proceed without exposing sensitive user
information or compromising the privacy of individual users.

7 Conclusion and the Future of Generative Systems

This chapter demonstrates that research on highly interactive information re-
trieval is not new. However, with the new developments around generative tech-
nology, interactivity has become central again in information retrieval research.
This generative interactive information retrieval resurgence may have the poten-
tial to make TA systems true assistants. However, questions such as how much
generation is really needed for particular tasks, and what kind of interactivity
best enhances user experience, remain open. The challenge lies in finding the
right balance between generative capabilities and user control, ensuring that the
systems are powerful but also intuitive and user-friendly. As we progress, we
must continue exploring these questions, testing and refining generative interac-
tive approaches to realise their potential in transforming information retrieval
into a more dynamic and collaborative process.

7.1 Proactivity in GenIR

Generative systems, despite their advancements, largely are still not proactive.
The concept of “search engines that listen” aimed to introduce a more interac-
tive dimension to information retrieval systems [37, 81]. This vision sought to
transform search engines from “responders” to active participants in the search
process, capable of understanding and adapting to the user’s context in real-time.

With GenlR, we have progressed in expanding the task types these sys-
tems can handle, moving beyond traditional search queries to include content
generation, summarisation, critiquing, and even dialogues-like user interactions.
However, this leap has yet to realise the proactive potential of GenlIR systems
fully. The envisioned “search engines that listen” imply initiative and anticipa-
tion, actively engaging with users, seeking clarification, and offering suggestions
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even before a query is fully articulated. Perhaps even imply that a system is part
of an agent that performs tasks on behalf of users.

To achieve genuinely proactive systems, enhancements in GenIR, should focus

on better interpreting user interactions, effectively using context, and applying
predictive analytics to anticipate user needs. This shift towards proactive par-
ticipation, making the system a co-navigator rather than just a responder, may
improve the user experience, making information retrieval more intuitive and
aligning more with natural human information-seeking behaviours.
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